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Figure 1: Perfect point to point maps between non-isometric shapes are difficult to obtain or even define. In this situation, stable region correspondences are a meaningful alternative for a set of matches. The three shape pairs above each illustrate a pair of stable matching regions obtained when we compute a map between cat and dog, human and dog, and pig and chair, respectively. Note that in all cases the obtained correspondences capture regions with similar semantics.

Abstract

We consider the problem of finding meaningful correspondences between 3D models that are related but not necessarily very similar. When the shapes are quite different, a point-to-point map is not always appropriate, so our focus in this paper is a method to build a set of correspondences between shape regions or parts. The proposed approach exploits a variety of feature functions on the shapes and makes use of the key observation that points in matching parts have similar ranks in the sorting of the corresponding feature values. Our algorithm proceeds in two steps. We first build an affinity matrix between points on the two shapes, based on feature rank similarity over many feature functions. We then define a notion of stability of a pair of regions, with respect to this affinity matrix, obtained as a fixed point of a nonlinear operator. Our method yields a family of corresponding maximally stable regions between the two shapes that can be used to define shape parts. We observe that this is an instance of the biclustering problem and that it is related to solving a constrained maximal eigenvalue problem. We provide an algorithm to solve this problem that mimics the power method. We show the robustness of its output to noisy input features as well its convergence properties. The obtained part correspondences are shown to be almost perfect matches in the isometric case, and also semantically appropriate even in non-isometric cases. We provide numerous examples and applications of this technique, for example to sharpening correspondences in traditional shape matching algorithms.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—3D Shape Matching, Geometric Modeling, Shape Matching and Retrieval

1. Introduction

Understanding shapes and the connections/relations between them is a classical problem in geometry processing. When shapes are very similar, it is appropriate to match them using point-to-point correspondences. However, when they are related but are significantly different, a point-to-point map might not be meaningful, as illustrated in Figure 1. In this paper, we consider the problem of extracting part or region correspondences between related but possibly dissimilar shapes.

A common approach for establishing correspondences between points on geometric shapes consists of associating a set of values (called signatures or feature descriptors) with every point on the shape, values that characterize the geometric properties of the point or of its neighborhood, often in a multi-scale way. Common examples of such features include various notions of curvature (Gaussian, mean), diffusion-based descriptors, such as the Heat or Wave Kernel Signatures [SOG09, ASC11], or more classical descriptors such as spin images or shape contexts [JH99,BMP02]. In most scenarios, after computing the features, correspondences are obtained by considering pairs of points or shape parts that have similar fea-
A crucial observation which drives our work is that for many geometric features or descriptors, such as for example curvature, geometrically similar parts between different shapes obey a similar ranking with respect to the sorting of their feature values, even if the exact values of the features might differ. In other words, if each feature is considered as a function on the shape, and its values are sorted, then the rank of the value on corresponding points on two different shapes will be close, even if the descriptor value itself differs significantly. This is illustrated in Figure 2, where one can observe that the highest mean curvature values correspond to the tail of both the cat and the dog and that the lowest values correspond to the face. We also observe on this figure that different feature functions still be consistent in spite of being ranked differently on the same shape. The idea of our approach is to aggregate information obtained from many such features.

In this paper, we provide a method that, given a set of feature functions computed on a pair shapes, outputs a set of corresponding regions that partition each of the two shapes. Our approach consists of two steps: we first create an affinity matrix that captures the similarity between pairs of points on the two shapes. The affinity is high for a pair of points whose ranks in the sorted feature functions is similar across many features. Then, in a second step, we extract a set of pairwise corresponding regions that maximize their mutual affinity. For this we develop a novel iterative algorithm that is able to efficiently extract pairs of corresponding regions from the affinity matrix, by solving an optimization problem, which is closely related to biclustering and constrained eigenvalue maximization.

To summarize, our contributions are the following:

- We define a novel affinity matrix between two shapes that encodes the “similarity” of every pair of points, using the ranks of corresponding feature functions.
- We define the notion of stable pair of regions with respect to an affinity matrix, as the solution of an optimization problem, which is related to constrained eigenvalue maximization problem.
- We provide a practical iterative algorithm that converges to a stable pair of matching regions.
- We provide theoretical stability guarantees for the construction of the affinity matrix, and of the output of our algorithm, in the presence of noisy feature functions, as well as a proof of convergence of our iterative algorithm for extracting stable parts.
- We show that these stable parts provide new features that are both semantically meaningful for dissimilar shapes and can aid existing correspondence methods for nearly isometric shapes.

For every step of our algorithm, we put special emphasis on robustness of the approach in the presence of possibly extreme geometric variability. This is in contrast to most existing shape matching methods which are geared towards finding accurate point or part correspondences, but can easily fail even under moderate geometric variability. As a result, our approach can return plausible part correspondences even for very different shape pairs. We validate the output of our algorithm via quantitative accuracy measures for sufficiently similar shape pairs with known correspondences. We also observe on various examples that stable regions often correspond to geometrically meaningful parts between non-isometric shapes.

2. Related Work

Shape matching or correspondence finding is one of the oldest and best-studied problems in digital geometry processing involving a diverse set of approaches. Below we only mention the methods directly related to ours, putting emphasis on the non-rigid and especially non-isometric shape correspondence algorithms. We also invite the interested reader to consider existing surveys, including [VKZHCO11, TCL13] and a tutorial [CLM*11].

The problem of finding correspondences between a pair of shapes undergoing a non-rigid deformation has received a lot of attention in the past decade. The most common theoretical framework for studying this problem is that of intrinsic isometries, which assumes that the underlying transformation approximately preserves geodesic distances on shape surfaces. Introduced by Bronstein et al. [BBK06] and Mémoli [Mém07], this model has inspired a large number of efficient techniques for finding correspondences, including [TBW*09, SY11, OMMG10] to name a few, which are especially useful in the case of articulated shapes. Note that in [RPS10], the features are sorted to find a one-to-one map between sample points that sends the feature values on the first shape as close as possible to the feature values on the second shape, and not to find a confidence value between pairs of points as in our approach.

Although appealing from the theoretical and practical points of view, the isometric shape deformation model is rather restrictive. A more general model of conformal deformations (i.e. ones that only preserve angles) has also led to a number of efficient shape matching methods, including [LF09, KLF11, APL14, APL15, ZSCO*08]. These methods are able to handle larger shape variability, but also fail in the presence of extreme geometric deformations. Moreover, even for shapes with moderate deformations, in part due to the presence of multiple solutions these methods can also strongly benefit from fixed feature correspondences.

A number recent techniques have also considered a more general problem of finding soft (or functional) correspondences between shapes, rather than point-to-point ones [SNB*12, OBCS*12, SRGB14]. These methods are based on the idea that in many cases, it is both more efficient and less error-prone to establish correspondences between probability distributions, or more generally real-valued functions on the shapes, rather than between pairs of points. This is especially true when the shapes undergo large deformations, so that even defining a point-to-point map outside of a small set of feature points might not be meaningful. Nevertheless, most of the existing techniques are still limited, and often incorporate the isometric deformation assumption as a regularizer in the optimization.

Non-rigid shape matching has also been tackled with machine learning-techniques, where one typically assumes some training data and learns a deformation model that can be applied on new shape pairs, which is possible both in the context of pointwise [ZB15, WHC*15] and functional [COC14] correspondences.

Finally, other methods have formulated the matching problem via classical quadratic assignment matching, for which several efficient relaxations recently been devised, e.g. [KKBGL15, CK15]. These methods typically still rely on variants of isometric shape deformation model and aim to obtain pointwise correspondences.
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Shape region decomposition has also been handled using topological tools such as topological persistence to provide a multiscale isometry invariant mesh segmentation [SOCG10], or to complete a shape or find correspondences between isometric shapes [DLL+10].

In this context, our main goal is to lift the restrictive assumptions on shape deformations and to provide a robust and efficient method for establishing part-based correspondences between a given pair of shapes, without any prior. As mentioned above, we target significant shape variability and emphasize robustness at every stage of the pipeline. However, we also show that our part-based correspondence algorithm can be used to improve point-to-point maps when these are required and appropriate.

Our method is also somewhat related to the 3D shape co-segmentation techniques, such as [SvKK+11, HKG11, HFL12, AXZ′15]. However, unlike these approaches, we specifically target the part-level correspondence of a pair shapes that undergo a potentially significant deformation. This way, our method for extracting stable parts from an affinity between pairs of points can potentially be used to enhance co-segmentation of a shape collection, as a future application.

Our approach bears similarity with spectral clustering, where shapes or points are embedded in a domain associated to the eigenvectors of some Laplacian matrix. Then a clustering or a map is calculated in the spectral domain and pushed back onto the shapes, as in [JZvK07]. The normalized graph cut problem is in particular close to our problem: it is formulated as a discrete minimization problem, which is in practice relaxed into a continuous problem that amounts to computing the Fiedler vector. The continuous solution is then discretized by sorting and truncating. In our method, we do not relax the problem and directly solve a discrete optimization problem by computing two binary vectors.

Our problem can also be considered as an instance of the biclustering problem similar to the minimization of normalized cut in a bipartite graph [ZHD01]. There, the goal is also to find a simultaneous partition on two sets and the relaxed continuous problem is solved by calculating an eigenvector associated to the second largest left and right singular vectors of the affinity matrix, and a truncation is applied to get a partition. In our setting, the objective function is different, we directly solve the problem without relaxing the non-convex constraint and get a local maximum. Since we directly solve the discrete problem, we apply truncations at each iteration of a power method, while in the normalized cut problem, the eigenvector is calculated with the power method and the truncation is only done at the end.

3. Method Overview

In this paper we assume that we are given a pair of shapes and a set of corresponding feature functions computed on each shape. Our underlying assumption is that even if the values of the feature functions might be different at points we want to correspond, the ranks of the values of the sorted feature functions might still agree. For example, the regions corresponding to the maxima or minima of the feature functions are likely to correspond, even if the exact function values might be different. We also assume that the feature functions are sufficiently smooth and discriminative, so that different characteristic regions (pre-images of a fixed feature value range) correspond to contiguous regions on the shapes. One can consider diffusion-based descriptors such as the HKS or WKS that fulfill both of these assumptions [ASC11, SOG09]. This is illustrated in Figure 2, where one visualizes the sorting values of two corresponding features in two different shapes. Our algorithm proceeds in two stages: first we construct an affinity matrix that captures the correspondence likelihood of every pair of points on the shapes. This affinity matrix is constructed by using the correlations between the ranks of the pairs of points across different feature functions. We stress that the affinity matrix can be interpreted as a discrete rank transport plan and is stable in the presence of noisy features.

Given the affinity matrix, we then develop an algorithm that extracts corresponding parts of the two shapes in a robust, efficient and stable way. We provide a theoretical analysis of convergence and demonstrate its efficiency and accuracy in practice.

The final output of our method is a set of part/region correspondences on the pair of shapes. As our emphasis is on robustness in the presence of large geometric variability, our approach does not provide point-to-point correspondences, and in some cases, the corresponding regions might be relatively large. However, as we show below, such correspondences can still be useful in a variety of tasks even when more fine matchings are desired.

Remark. In our approach we do not directly enforce topological or geometric constraints. However, since our stable correspondences depend on input feature functions, and since the features we use contain geometric information, we observe geometric similarities on our output correspondences, even on pairs of topologically different shapes. Thus, our output correspondences are as robust to various perturbations as our input features. However, our method can break down when we have inconsistent features, such as extrinsic features on non-aligned shapes. Finally, although our method is
robust to random noise, our affinity matrix is not robust to noisy features that would provide bad matches on the shapes consistently.

The rest of the paper is organized as follows. Section 4 defines the notion of affinity matrix and describes its construction from input shape feature correspondences. Section 5 defines the notion of stability for regions on the pairs of shapes related by the affinity matrix. We present two algorithms to compute these stable regions in Section 6. Section 7.1 discusses the evolution of the stable regions on a pair of shapes. Section 7.2 provides examples of matching of non-isometric shapes and evaluation techniques using ground truth on a pair of shapes. Section 7.3 provides an evaluation of how stable region correspondences could be used as features on shape pairs to improve existing maps between shapes.

Notations. Throughout the paper we let $S_1 = \{p_1, \ldots, p_{d_1}\}$ and $S_2 = \{q_1, \ldots, q_{d_2}\}$ denote the set of vertices of two shapes represented by triangle meshes. We denote by $I_C$ the indicator function of any subset $C \subset S_1$ or of any interval $C \subset \mathbb{R}$. Remark that each feature function on $S_1$ can be seen as a vector of $\mathbb{R}^{d_1}$ and is represented by a column matrix of size $d_1 \times 1$. We denote by $I_C$ the matrix of dimension $k \times l$ whose all entries are 1. For any matrix $A$, we denote by $\|A\|_1$ and $\|A\|_2$ respectively the induced matrix 1-norm and 2-norm, by $\|A\|_F$ the sum of the absolute values of the entries of $A$, by $\|A\|_F$ its Frobenius norm and by $\rho(A)$ the highest eigenvalue in absolute value. For any vector $x$, we denote by $\|x\|_1$ its 1-norm and by $x_i$ or $\langle x, i \rangle$ its $i$th-coordinate.

4. Affinity Matrix as Transport Plan

In this section we an affinity matrix between two shapes that measures the likelihood that two points on the shapes in question correspond. We define this affinity matrix in Section 4.1 and note that it can be seen as a discrete transport plan between two uniform probability measures. We show in Section 4.2 that, up to a scale factor and a translation factor, this affinity matrix is robust to random, independent and numerous noisy features.

4.1. Definition

From here on, we assume that we are given a pair of shapes and a set of $N$ corresponding feature functions on each shape. The exact choice of the feature functions that we use in practice is detailed in Section 7.1. For simplicity we assume that vertex set cardinalities $d_1$ and $d_2$ are multiples of some integer $K > 0$.

Given a feature function $f_k$ on $S_1$ and the corresponding feature function $d_j$ on $S_2$, we partition the sets $S_1$ and $S_2$ into $K$ subsets each, which we denote by $C_{k,j}$ and $C_{j,k}$ (where $j = 1, \ldots, K$) respectively, by sorting the values $f_k$ and $d_j$ taking consecutive equally-sized blocks. This means that if $j \leq j'$ and $p \in C_{k,j}$ then for every $p' \in C_{k,j'}$, one has $f(p) \leq f(p')$. Given the construction above, we define the affinity matrix of size $d_2 \times d_1$ as:

$$W^{(N)} = \sum_{k=1}^{N} \sum_{j=1}^{K} I_{C_{k,j}} \cdot I_{C_{j,k}}^T,$$

where $\cdot$ denotes the matrix product. We remark that the value $W_{i,j}^{(N)}$ represents the number of features that classify vertex $p_j$ of $S_2$ and vertex $q_i$ of $S_1$ in the same characteristic class. Note also that the sum of every row of $W^{(N)}$ equals to $Nd_1/K$, and the sum of every column equals to $Nq_2/K$. The normalized affinity matrix is

$$W_N = K/(Nd_1d_2)W^{(N)}.$$

Again, we observe that $W_N$ can be interpreted as a discrete transport plan between the uniform probability measures $\mu = (1/d_1)I_{d_1}$ and $\nu = (1/d_2)I_{d_2}$ [Vil03], i.e. the matrix $W_N$ is positive and satisfies

$$W_N \cdot I_{d_1} = \nu$$

and $W_N^T I_{d_1} = \mu$. (Transport Plan)

Each entry $(W_N)_{i,j}$ can be seen as a probability for vertices $p_j$ and $q_i$ to be matched. This implies in particular that $I_{d_1}$ is an eigenvector of $W_N^T W_N$ associated to the eigenvalue $1/(d_1d_2)$. Furthermore, the induced 1-norm $\|W_N^T W_N\|_1$ is equal to $1/(d_1d_2)$ implying, using $\rho(A) = \|A\|_1$ that $1/(d_1d_2)$ is the largest eigenvalue of $W_N^T W_N$.

4.2. Robustness to noisy features

We show in this subsection that the affinity matrix is robust to the addition of noisy feature functions, as long as these feature functions are numerous and are the realization of independent, identically distributed (i.i.d) random variables. More precisely, let $W_N^{init}$ be an affinity matrix of size $d_2 \times d_1$ built by a set of $n$ “reliable” pair of feature functions $(f_j, d_j)$, $W_N^{noise}$ be built using the $N - n$ pairs of real noisy feature functions $(\phi_k, \psi_k)$ and $W_N^{all}$ built over all the $N$ pairs. Then, one has

$$W_N^{all} = \kappa W_N^{init} + (1 - \kappa)W_N^{noise},$$

where $\kappa = n/N$ is the fraction of reliable features.

The following proposition states that one can recover with high probability (up to a scale factor and a translation factor) an approximation of the non-noisy affinity matrix. Roughly speaking, the intuition is that a large number of noisy features will compensate for each other and simply modify all affinities in a uniform way.

Proposition 1 Suppose that $\theta_k : S_1 \rightarrow \mathbb{R}^{d_1}$ are $(N-n)$ i.i.d multivariate random variables and $\psi_k : S_2 \rightarrow \mathbb{R}^{d_2}$ are $(N-n)$ i.i.d multivariate random variables. Suppose in addition that for every $k, l, \theta_k$ and $\varphi_l$ are independent. Then for every $\delta > 0$

$$P(\|W_N^{all} - \kappa W_N^{init} - C1_{d_2d_1} \|_{F < \delta}) \geq 1 - \frac{(1 - \kappa)\sigma^2}{\lambda K^2},$$

where $\|\cdot\|_F$ is the Frobenius norm, $C = (1 - \kappa)/(d_1d_2K)$ and $\sigma$ is a constant independent on $N$, $\kappa$ and $\delta$.

Remark 1 We can define alternate affinity matrices. In our experiments we tried, for example, to weight the features using confidence values (by putting a high confidence value for features with a low entropy correspondence) but the results did not improve. Although this can, in part, be explained by the robustness of the affinity matrix, we leave the exploration of other possible constructions of the affinity matrix for future work.

5. Stable pairs of regions

Here we introduce the notion of stable pair of regions associated to an affinity matrix. As mentioned in the previous section, we interpret the normalized affinity matrix $W_N$ as a discrete transport plan
between the two uniform probability measures supported on the two shapes $S_1$ and $S_2$. The matrix $W_N$ sends the uniform measure on $S_1$ to the one on $S_2$ and the matrix $W_N^T$ sends the uniform measure on $S_2$ back to the one on $S_1$. Intuitively, we would like to find a pair of subsets $(S_1, S_2)$ such that $W$ sends $S_1$ close to $S_2$ and $W_N^T$ sends back $S_2$ close to $S_1$. — these will be our stable regions.

In Section 5.1 we express this problem as a constrained optimization problem and explain how it is related to eigenvalue maximization problems. We also show its equivalence to a maximization problem over a set of submatrices and define in Section 5.2 the stable regions as local maximizers, which can be expressed as fixed points of a nonlinear function (Section 5.3). We also show the stability of this notion with respect to the affinity matrix. Note that our approach works for any positive rectangular matrix.

5.1. Optimization problem

Let $W$ be a positive matrix of size $d_2 \times d_1$, and let $q < d_1$ and $p < d_2$ be two integers. Our problem amounts to finding regions of $S_1$ and $S_2$ of respective sizes $q$ and $p$ that correspond to the highest values of the matrix $W$. This can be stated as follows:

$$\arg\max_{x, y} y^T W x \quad \text{(Opt}_P\text{b)}$$

over the set of points $x \in \{0, 1\}^{d_1}$ and $y \in \{0, 1\}^{d_2}$ that satisfy $\|x\|_1 = q$ and $\|y\|_1 = p$.

We remark that the set of constraints is non-convex, finite and its size makes the optimization not tractable in practice. We show below that this problem can be reformulated as selecting a submatrix of $W$ that maximizes the $\| \cdot \|_1$ norm. This characterization is a key point that will be used in Section 5.2 to introduce the notion of stable pairs of regions.

We say that a matrix $A$ of size $q \times p$ is a submatrix of $W$ if it is obtained by removing $(d_1 - q)$ columns and $(d_2 - p)$ rows from $W$. Given two regions $\Omega_1 \subset S_1$ and $\Omega_2 \subset S_2$, we denote by $W_{\Omega_1, \Omega_2}$ the matrix of size $q \times p$ obtained by removing the columns of $W$ whose index correspond to points in $S_1 \setminus \Omega_1$ and removing the rows of $W$ whose index correspond to points in $S_2 \setminus \Omega_2$. Remark that $W_{\Omega_1, \Omega_2}$ is a submatrix of size $q \times p$ of $W$.

Let $x$ and $y$ be two vectors that realize the maximum in Problem (Opt_Pb). Note that $x$ is the indicator function of a set $C_1$ of $S_1$ and $y$ is the indicator function of a set $C_2$ of $S_1$. Since the matrix $W$ is positive, one has: $y^T W x = 1_{C_1}^T W C_1 = 1_{p}^T W_{C_1, C_2} 1_{q} = \|W_{C_1, C_2}\|_1$.

Conversely, it is easy to see that for every submatrix of $W$ of size $q \times p$ there correspond indicator functions $x$ and $y$. Hence Problem (Opt_Pb) is equivalent to

$$\arg\max_A \|A\|_1 \quad \text{(Opt}_P\text{b')},$$

where the maximum is over all the submatrices $A$ of $W$ of size $q \times p$.

Remark 2 If we do not enforce $x$ and $y$ to be indicator functions, and replace the assumption on their $L_1$ with a bound on the $L_2$ norm, then Problem (Opt_Pb) is equivalent to maximizing the highest eigenvalue of the positive semi-definite matrix $W^T W$. This is just a consequence of the classical equality

$$\max_{\|x\|_2 \leq 1, \|y\|_2 \leq 1} y^T W x = \max_{\|x\|_2 \leq 1} \|W x\|_2 = \sqrt{\rho(W^T W)}.$$

Note, however, that under generic conditions, the eigenvectors of matrix $W^T W$ do not provide, even approximately, regions of Shape $S_1$. This is a consequence of Perron-Frobenius Theorem. By generic condition, we mean the matrix $W^T W$ is irreducible (e.g. the associated graph is connected), which is the case in practice in our experiments. The Perron-Frobenius Theorem then implies that the eigenvector associated to the highest eigenvalue has strictly positive components (it is in fact $x = 1_{d_1 \setminus 1}$ when $W_N$ is the discrete transport plan between two uniform probability measures defined, as in Section 4), and that all other eigenvectors have at least one negative component.

Remark 3 Our optimization problem is related to sparse eigenvalues and eigenvectors problems, and in particular to sparse principal component analysis (see [JNRS10, YZ13] for example). Our approach here is in particular close to the one considered in [YZ13], where the following problem is considered

$$\max_{\|x\|_0 \leq 1, \|x\|_q \leq 1} x^T W x,$$

where $\|x\|_0$ is the number of non-zero elements. Note however that in their problem, the matrix $W$ is supposed to be positive semi-definite, while it is only supposed to be positive in our framework. One may also remark that even though their approach could be applied to our matrix $W^T W$ (instead of $W$), the maximum is realized by a vector $x$ which is not binary, and no vector $y$ is provided.

5.2. Stable pairs as local maxima

The problem we want to solve amounts to finding global maximizers of the norm $\| \cdot \|_1$ over the set of submatrices of size $q \times p$ of $W$. The size of the search space makes the problem not tractable in practice. Thus, we define a stable pair of regions as being associated to a submatrix of $W$ that locally maximizes the norm $\| \cdot \|_1$.

To give a sense of locality, we first need to define a notion of neighborhood in the set of submatrices.
Up to a reordering of the rows and columns of \( W \), we can write
\[
W = \begin{pmatrix} W_{\Omega_1, \Omega_2} & W_{\Omega_1, \Omega_2} \\ W_{\Omega_2, \Omega_1} & W_{\Omega_2, \Omega_1} \end{pmatrix},
\]
(2)

Remark that to any submatrix \( A \) of \( W \) of size \( q \times p \) correspond a pair of regions \( \Omega_1 \) and \( \Omega_2 \) such that \( A = W_{\Omega_1, \Omega_2} \). We say that two submatrices \( A = W_{\Omega_1, \Omega_2} \) and \( A' = W_{\Omega_1', \Omega_2'} \) of size \( q \times p \) are neighbors if there exists \( i \in \{ 1, 2 \} \), a point \( p \in S_i \) and a point \( p' \in S_i' \) such that \( \Omega_i \cup \{ p' \} \setminus \{ p \} = \Omega_i' \). Note that the set of all submatrices of \( W \) of size \( q \times p \) is connected with this notion of neighborhood.

**Definition.** We say that the pair of regions \( \Omega_1 \subset S_1 \) and \( \Omega_2 \subset S_2 \) is \( W \)-stable if the submatrix \( W_{\Omega_1, \Omega_2} \) is a local maximizer of \( \| \cdot \|_{1, 1} \), namely if for every matrix neighbor \( W_{\Omega_1', \Omega_2'} \), one has
\[
\| W_{\Omega_1', \Omega_2'} \|_{1, 1} \leq \| W_{\Omega_1, \Omega_2} \|_{1, 1}.
\]

We note that since the global maximum in Problem (Opt:\( P, Q \)) is always attained, there must always exist a stable pair of regions \((\Omega_1, \Omega_2)\) of any size \( q \) and \( p \).

5.3. Stable pairs as fixed points of a nonlinear function

In this section we show that stable pairs of regions can be expressed as fixed points of nonlinear functions. This observation is crucial and will be used in the algorithms presented in Section 6. We say that \( P : \mathbb{R}^d \to \{ 0, 1 \}^d \) is a thresholding function if for every \( x \in \mathbb{R}^d \), if \( x_i \leq x_j \), then \( (P(x))_i \leq (P(x))_j \). Remark that for almost every \( x \in \mathbb{R}^d \) there exists a cutoff \( \tau(x) \), such that for every \( i \), \( (P(x))_i = 0 \) if \( x_i < \tau(x) \) and \( (P(x))_i = 1 \) otherwise.

**Proposition 2** Let \( W \) be a discrete transport plan between the uniform probability measures on \( S_1 \) and \( S_2 \), and let \((\Omega_1, \Omega_2)\) be a \( W \)-stable pair of regions. Then there exist two thresholding functions \( P : \mathbb{R}^d \to \{ 0, 1 \}^d \) and \( Q : \mathbb{R}^d \to \{ 0, 1 \}^d \) such that
\[
P(W) \mathbb{1}_{\Omega_1} = \mathbb{1}_{\Omega_2} \quad \text{and} \quad Q(W^T \mathbb{1}_{\Omega_2}) = \mathbb{1}_{\Omega_1}.
\]
In particular, \( \mathbb{1}_{\Omega_2} \) is a fixed point of \( Q \circ W^T \circ P \circ W \) and \( \mathbb{1}_{\Omega_2} \) is a fixed point of \( P \circ W \circ Q \circ W^T \).

5.4. Robustness to noisy features

We show here the robustness of the stable pairs with respect to the affinity matrix. More precisely, if the noisy features used to build the affinity matrix are numerous and the realization of i.i.d random variables, then with a high probability, it does not change stable regions. Our result relies on the notion of \( \delta \)-independency defined in the Appendix. Although this notion is quite restrictive, we can see from the proof that it is only used in rare cases.

**Proposition 3** Suppose that \( W_{N}^{\text{noise}} \) is \( \delta \)-independent and that conditions of Proposition 1 are satisfied. Then there is a probability at least \( 1 - 8(1 - k)\sigma^2 d_{\Omega_1}^2/(N\delta^2) \) that for every \( \Omega_1 \subset S_1 \) and every \( \Omega_2 \subset S_2 \)
\[
(\Omega_1, \Omega_2) \ W_{N}^{\text{all}} \ - \text{stable } \iff (\Omega_1, \Omega_2) \ W_{N}^{\text{init}} \ - \text{stable},
\]
where \( d_{\infty} = \max(d_1, d_2) \).

<table>
<thead>
<tr>
<th>Algorithm 1: stable pair (given ( P, Q ))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>input</strong>: ( W ) matrix of size ( d_1 \times d_2 )</td>
</tr>
<tr>
<td><strong>output</strong>: Stable subspaces ( \Omega_1, \Omega_2 )</td>
</tr>
<tr>
<td>( f_0 = { 0, 1 }^{d_1} )</td>
</tr>
<tr>
<td>( \text{while } f^j \neq f^{j-1} \text{ do} )</td>
</tr>
<tr>
<td>( g^j = P(W^f^{j-1}) )</td>
</tr>
<tr>
<td>( f^{j+1} = Q(W^T g^j) )</td>
</tr>
<tr>
<td>( j = j + 1 )</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>Return ( \Omega_1 := { p_i</td>
</tr>
</tbody>
</table>

6. Algorithms to compute stable pair of regions

In this section, we provide algorithms to compute a set of stable pairs of regions between two shapes. As mentioned in the previous section, a stable pair is a nonlinear counterpart to an eigenvector associated to the highest eigenvalue in the linear setting. Our algorithms use the fixed point characterization mentioned before and are mimicking the power method in a nonlinear manner.

We propose in Section 6.1 a fixed point algorithm that outputs a pair of stable regions. We show in Proposition 4 that its output is robust to random noisy features, as long as these noisy features are independent and numerous. We also show in Proposition 5 that this algorithm terminates in a finite number of steps when the number of points in the stable regions remain fixed along the process. We propose in Section 6.2 Algorithm 2 that builds iteratively a set of stable pairs of regions, given two thresholding functions. We also propose an alternate algorithm, Algorithm 3, that automatically chooses thresholding functions with a criterion that tends to create stable pairs of regions with similar and small areas.

6.1. A stable pair of regions

Algorithm 1 is a fixed point algorithm, that can be seen as a truncated power-method. It calculates a \( W \)-stable pair of regions, starting from an initial vector \( f_0 \) and a matrix \( W \). Note here that the thresholding functions \( P \) and \( Q \) can be chosen arbitrarily.

In this algorithm, we transport a feature function from \( S_1 \) to \( S_2 \) and back to \( S_1 \), and iterate until convergence. This transport is done nonlinearly. Given a function \( f \) on \( S_1 \), we send it to \( S_2 \) by applying \( W f \). Now, we perform the non-linear step by applying the thresholding function. The intuition is that, since \( W \) is a confidence matrix, \( W f \) is a confidence vector that gives us an idea of which vertices on \( W f \) have been received well in the transportation using \( W \). The thresholding retains the selected vertices which have been transported with high confidence by setting them to 1, and sets the remaining vertices to 0. This sort of thresholding on both shapes ensures that the vertices that stay as 1 have been transported with high confidence according to \( W \). The algorithm converges to a fixed point, which is known to be \( W \)-stable, for \( P \) and \( Q \). Note that our algorithm bears some similarity with the truncating power-method developed for positive semi-definite matrices in [YZ13].

To avoid infinite loops, when several points have the same feature value which is exactly the cutoff value, we select appropriately
the points. In practice, we use the following thresholding functions (defined almost everywhere):

- The thresholding function \( P_p : \mathbb{R}^d \rightarrow \{0, 1\}^d \) that associates to a vector \( x \) a vector \( P_p(x) \) with exactly \( p \) non-zero values. We define \( Q_0 : \mathbb{R}^d \rightarrow \{0, 1\}^d \) similarly.
- We can associate to each vertex \( p_i \) of \( S_1 \) a weight \( \omega_i \) which is an area measure. Given a cutoff function \( \alpha \in (0, 1) \), we define the thresholding function \( P_\alpha \) by \( P_\alpha(x) := \{P(x)(\lambda) \mid \lambda \in (0, 1), \text{ where the cut-off is given by } \tau(x) = \inf(\{\sum \omega_j \mid j > \infty\}(x)) \geq \alpha \sum \omega_j \}. \) We define \( Q_\alpha : \mathbb{R}^d \rightarrow \{0, 1\}^d \) similarly.

The following proposition states that with a high probability the output of Algorithm 1 is robust to noisy features, as long as they are numerous and the realization of i.i.d random variables, under the assumption of \( \delta \)-independency.

**Proposition 4 (Stability of Algorithm 1)** Suppose that \( W^{aff} \) is \( \delta \)-independent, for a given \( \delta > 0 \) and that assumptions of Proposition 1 are satisfied. Then there is a probability at least \( 1 - \delta \sum_{i=1}^{K} \delta^i/n \) that for any \( f_0 \in \mathbb{R}^d \setminus \{\Omega_i\}_i \), the output of Algorithm 1 with \( f_0 \) and \( W^{aff} \) is the same than with \( f_0 \) and \( W_n \).

We prove the following in the proposition that our algorithm terminates in the case where the number of points in each shape remain fixed along the process. The key idea is that at each iteration, either we have a fixed point, or the norm \( ||W_{\Omega_1, \Omega_2}||_1 \) is increasing by at least a strictly positive constant.

**Proposition 5 (Termination of Algorithm 1)** Let \( q < d_1 \) and \( p < d_2 \) be two positive integers. Algorithm 1 with \( (P = P_2) \) and \( Q = Q_2 \) converges in a finite number of steps to a stable pair \( (\Omega_1, \Omega_2) \) of sizes respectively \( q \) and \( p \).

**Remark 4** We prove the convergence when the sizes are fixed along the process. However if the number of rows or columns only increases, then the norm \( ||W_{\Omega_1, \Omega_2}||_1 \) increases and the algorithm terminates in a finite number of steps. In practice, the algorithm converges in our experiments in less than 10 steps, see Fig. 5.

### 6.2. Iterative construction of several stable pairs of regions

We propose in this subsection two iterative algorithms to compute a set of stable pairs of regions. The idea is first to compute a stable pair of regions \( (\Omega_1, \Omega_2) \) of \( S_1 \) and \( S_2 \), and to apply again the algorithm on the remaining regions \( S_1 \setminus \Omega_1 \) and \( S_2 \setminus \Omega_2 \). The process is then iterated. Alg. 2 correspond to the case where the thresholding functions are fixed. In Alg. 3, the thresholding functions are automatically calculated.

We first introduce notations. Let \( s_i \subset S_i \) for \( i = 1, 2 \). Given a matrix \( W \), \( W[s_2, s_1] \) denotes the matrix of the same size of \( W \), where \( W[s_2, s_1]_{ij} = w_{ij} \) if \( i \) is the index of a point of \( s_1 \) and \( j \) is the index of a point of \( s_2 \), and \( W[s_2, s_1]_{ij} = 0 \) otherwise. Similarly, for a vector \( f \in \mathbb{R}^d \), \( f[s_1] \) denotes the vector of \( \mathbb{R}^d \) that satisfies \( f[s_1]_i = f_i \) if \( i \) is the index of a point of \( s_1 \) and \( f[s_1]_j = 0 \) otherwise.

In this algorithm, at every step of the iteration, we discard the previously obtained stable regions from the affinity matrix, and proceed to find stable parts on the remaining shape as in Algorithm 1. This way, we enforce that obtained stable regions are disjoint. In

### Algorithm 2: Several stable pairs of regions

**Input:** \( S_1 \) and \( S_2 \): sets of (weighted) points of size \( d_1 \) and \( d_2 \)
- \( W \): matrix of size \( d_1 \times d_1 \)
- \( P \) and \( Q \): thresholding functions
- \( K \): integer

**Output:** \( K \) stable pairs of (\( \Omega_1, \Omega_2 \)) for \( j = 1, \ldots, K \)

\( W^{(0)} = W \), \( s_1 = S_1, s_2 = S_2 \)

for \( i = 1: K-1 \) do

- \( f_{in}[s_1] = \text{random}(\{0, 1\}^{s_1}) \)
- \( \Omega_{1,i}, \Omega_{2,i} = \text{stable_pair}(W^{(i-1)}, f_{in}) \) (Algorithm 1)
- \( s_1 = s_1 \setminus \Omega_{1,i}, s_2 = s_2 \setminus \Omega_{2,i} \)
- \( W^{(i)}[s_2, s_1] = W[s_2, s_1] \)

end

\( \Omega_{1,K} = S_1 \setminus s_1 \) and \( \Omega_{2,K} = S_2 \setminus s_2 \)

Figure 3, we observe a sparsified version of the output of Algorithm 2. Here we observe that the obtained (rearranged) affinity matrix is not symmetric, and also the fraction of vertices of each shape that contribute to the stable correspondence are also very different.

In practice, one wants to compute stable pair of regions of small sizes as these are more informative. Furthermore, one may want to enforce for every \( i \) the sizes of \( \Omega_{1,i} \) and \( \Omega_{2,i} \) to be comparable. In order to get a notion of “size”, we take an area measure \( \omega_i \) associated to each vertex \( p_i \) of \( \Omega_i \) and an area measure \( \omega_{2,i} \) associated to each vertex \( q_j \) of \( \Omega_{2,i} \). We also introduce the cutoff function \( \tau(x) := \mu_x + t \sigma_x \), where \( t \in \mathbb{R}, \mu_x \) and \( \sigma_x \) are respectively the mean value and the variance of the vector \( x \) (\( x \) is a vector of \( \mathbb{R}^d \) or \( \mathbb{R}^{d_2} \)).

At each iteration, Alg. 3 first computes the highest cutoff values \( t_i \) (when \( i \) is only allowed to be a multiple of a given \( \delta \) > 0), such that the output of Alg. 1 (with the thresholding functions \( P(x) := f_\alpha(x), \text{ and } Q(x) := f_\alpha(x) \)) is a pair of nonempty sets, denoted by \( (\Omega_1, \Omega_2) \). Then, Algorithm 1 is applied using this cutoff and while enforcing the same measure. More precisely, we apply Alg. 1 using the thresholding functions \( P_{\alpha_i} \) and \( Q_{\alpha_i} \), where \( \alpha_i = \max(\alpha_i, \alpha_2) \) and \( \alpha_i = \sum_{x \in \Omega_i} \omega_i x / \sum_{x \in \Omega_i} \omega_i, (j = i, 1, 2) \) (for \( i \leq 1, 2 \)). In practice, if \( s_i \) is the set of vertices of a triangulation, \( \omega_i \) is the sum of the area of all the triangles adjacent to the vertex of index \( i \), divided by 3.

### 7. Experiments and Results

#### 7.1. Algorithm Evolution

In this section, we experimentally investigate the stable regions obtained by the algorithms specified in Section 6. For all the experiments in this section, we use shapes from the TOSCA [BBK08] and SHREC watertight [GBP07] datasets, apart from certain handcrafted shapes from the Non-Rigid shape datasets. In all experiments we used a fixed set of 100 WKS, 100 HKS and 100 multiscale mean curvature features [ASC11, SOG09, MDSB03] unless specified otherwise. For the SHREC watertight dataset alone, we used shape features, as described in the Appendix A of [KHS10]. We used \( K = 20 \) characteristic bands on each feature function for all our experiments, unless specified otherwise.
Algorithm 3: Stable pairs of regions with automatic threshold

```
input : S1 and S2: sets of (weighted) points of size d1 and d2
\delta_t: threshold step-size
K: integer

output: K stable pairs of regions (\Omega_{i,j}, \Omega_{2,i}) for j = 1, \cdots, K
W(0) = W,

for i = 1: K - 1 do
    f_{in}[s_i] = random(\{0, 1\}^{\mid r_i \mid})
    // Computation of the largest parameter \tau
    t = 0; \Omega_i^t = s_i
    while \Omega_i^t \neq 0 do
        (\Omega_i^t, \Omega_2^t) = stable_pair(W((i - 1) \cdot \delta_t), f_{in})
        with \mathcal{P}(x) := \mathcal{P}[\tau(x)][x] and \mathcal{Q}(x) := \mathcal{Q}[\tau(x)][x]
        t_{old} = t
        t = t + \delta_t
    end
    \alpha_i = \max(\alpha_1, \alpha_2)
    (\Omega_1, \Omega_2) = stable_pair(W(i \cdot \delta_t), I_{\Omega_i}) with \mathcal{P}_\alpha, \mathcal{Q}_\alpha
    s_1 = s_1 \setminus \Omega_1 \land s_2 = s_2 \setminus \Omega_2
    W(i)[s_2, s_1] = W[s_2, s_1]
end

\Omega_1K = S_1 \setminus s_1 \land \Omega_2K = S_2 \setminus s_2
```

Evolution of stable pair of regions We demonstrate the performance of Alg. 1, with change in the threshold area value, for a fixed pair of cat and dog shapes. The results can be seen in Fig.4 where the two rows depict the evolution of the stable parts obtained on the two shapes for various choices of the area threshold. Observe that whenever a new part appears on one shape, it simultaneously appears on the other shape as well. To validate this, in Fig. (5-left) we plot relative change of the part area, \text{Area}(\Omega_{\alpha+\delta_t} \setminus \Omega_{\alpha}) / \text{Area}(\Omega_{\alpha}) for each ratio area parameter \alpha. The green curve is the for the TOSCA dog0 shape and the blue curve is for the TOSCA cat0 shape. Right: Fixed point error. We plot the error \|f^{(i+1)} - f^{(i)}\|_2 at each iteration step i of Algorithm 1. Each curve corresponds to a different threshold value: \tau_0(x), \tau_0(2x), \tau_1(x), \tau_1(x), \tau_{1.9}(x) and \tau_{1.9}(x). The shapes used here are the TOSCA cat0 and dog0.

In particular, we observe that for almost all threshold values, the algorithm terminates very quickly, almost always within 10 iterations. With increasing threshold, the number of iterations often is reduced since the degrees of freedom of the \text{Wf} vector decreases.

7.2. Non-isometric shape correspondences

Next, we provide examples of stable region correspondences between non-rigid shapes, which is the main focus of the approach presented in this paper. As mentioned earlier, our method does not provide a point-to-point correspondences between two shapes, but rather correspondence between automatically-extracted shape regions. Since most of the existing shape matching techniques produce a point-to-point map, we use a heuristic to evaluate our ap-
Table 2: Comparison with BIM on the Rigid Shapes Dataset and the Watertight Dataset. The correspondence ratio is given in percentage. On the left column, the evaluation is done on a set of stable regions given by Algorithm 2. On the right, the evaluation is done on a set of stable regions given by Algorithm 3.

### Correspondence ratios on Rigid Shapes Dataset

<table>
<thead>
<tr>
<th>Shape pairs</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ours/BIM&lt;sub&gt;max&lt;/sub&gt;/BIM&lt;sub&gt;µ&lt;/sub&gt;</td>
<td>Ours/BIM&lt;sub&gt;max&lt;/sub&gt;/BIM&lt;sub&gt;µ&lt;/sub&gt;</td>
</tr>
<tr>
<td>Elephant, Horse</td>
<td>62.37 / 26.46 / 22.16</td>
<td>73.88 / 43.82 / 36.44</td>
</tr>
<tr>
<td>Homer, Alien</td>
<td>48.09 / 30.86 / 23.59</td>
<td>59.56 / 36.96 / 26.23</td>
</tr>
<tr>
<td>Alien, Robot</td>
<td>40.76 / 50 / 42.35</td>
<td>54.32 / 54.81 / 50.03</td>
</tr>
<tr>
<td>Baby, Boy</td>
<td>24.26 / 58.10 / 42.50</td>
<td>47.46 / 66.37 / 47.52</td>
</tr>
<tr>
<td>Elephants</td>
<td>96.54 / 93.82 / 92.3</td>
<td>90.04 / 95.19 / 94.15</td>
</tr>
</tbody>
</table>

### Average of correspondence ratios on Watertight Dataset

<table>
<thead>
<tr>
<th>Shape</th>
<th>Ours/BIM&lt;sub&gt;max&lt;/sub&gt;/BIM&lt;sub&gt;µ&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>41.93 / 41.36 / 35.59</td>
</tr>
<tr>
<td>Ant</td>
<td>40.29 / 50.9 / 42.06</td>
</tr>
<tr>
<td>Armadillo</td>
<td>27.32 / 19.9 / 17.27</td>
</tr>
<tr>
<td>Bearing</td>
<td>21.53 / 20.83 / 10.42</td>
</tr>
<tr>
<td>Bird</td>
<td>28.30 / 40.93 / 29.42</td>
</tr>
<tr>
<td>Bust</td>
<td>20.57 / 22.77 / 18.80</td>
</tr>
<tr>
<td>Chair</td>
<td>51.10 / 38.96 / 31.79</td>
</tr>
<tr>
<td>Cup</td>
<td>48.30 / 43.64 / 32.91</td>
</tr>
<tr>
<td>Fish</td>
<td>34.95 / 21.56 / 21.42</td>
</tr>
<tr>
<td>Fourleg</td>
<td>26.80 / 25.82 / 17.80</td>
</tr>
<tr>
<td>Glasses</td>
<td>39.35 / 34.88 / 25.96</td>
</tr>
<tr>
<td>Hand</td>
<td>16.76 / 33.12 / 26.56</td>
</tr>
<tr>
<td>Human</td>
<td>33.75 / 39.39 / 35.38</td>
</tr>
<tr>
<td>Mech</td>
<td>12.63 / 17.21 / 15.87</td>
</tr>
<tr>
<td>Octopus</td>
<td>39.28 / 38.84 / 30.04</td>
</tr>
<tr>
<td>Plier</td>
<td>79.36 / 90.47 / 71.67</td>
</tr>
<tr>
<td>Table</td>
<td>50 / 25.4 / 20.66</td>
</tr>
<tr>
<td>Teddy</td>
<td>51.64 / 59.88 / 48.21</td>
</tr>
</tbody>
</table>

**Comparison with BIM.** We compare our method to the Blended Intrinsic Maps (BIM - [KLF11]) technique on both the SHREC watertight and on a non-rigid shape correspondences datasets.

We provide in Table 2 the results for the Rigid Shape dataset correspondences. Given two shapes shape S<sub>1</sub> and S<sub>2</sub>, BIM outputs a map T : S<sub>1</sub> → S<sub>2</sub>. We also consider a set of stable parts {Ω<sub>1</sub>, Ω<sub>2</sub>}<sub>i=1,...,K</sub> given by one of our algorithms. We calculate the correspondence ratio Cor<sub>2</sub>(S<sub>i</sub> | S<sub>j</sub>) of the sets of stable parts defined by {Ω<sub>1</sub>, T(Ω<sub>2</sub>)<sub>i=1,...,K</sub> where T(Ω<sub>1</sub>) := {T(x) | x ∈ Ω<sub>1</sub>}. We also calculate the correspondence ratio Cor<sub>2</sub>(S<sub>i</sub>, S<sub>j</sub>) of the sets of stable parts defined by {T<sup>-1</sup>(Ω<sub>1</sub>), Ω<sub>2</sub>)<sub>i=1,...,K</sub>, where T<sup>-1</sup>(Ω<sub>2</sub>) := {x | T(x) ∈ Ω<sub>2</sub>}. The average of these two numbers is recorded in BIM<sub>µ</sub>, and the greatest value is recorded in BIM<sub>max</sub>.

**Remark.** The features we use are predominantly geometric features, and do not capture topological information. This is shown in the first two rows of Figure 9, where cups with and without a handle are used. Here, we observe that in spite of significantly different topological differences between the shapes, it is possible to draw meaningful correspondences between them.

### 7.3. Region correspondences as new feature functions

Our set of pairs of stable regions can be viewed as pair of feature functions that can be themselves used in different applications, extending the original feature set that was used to obtain them. In this section, we illustrate the use of these new features in sharpening existing point-to-point shape mapping algorithms. To construct these maps, feature correspondences are used in a least squares formulation. Since on isometric shapes our technique provides stable pair of parts that correspond almost perfectly (see Figure 7), we can
We sharpen the functional maps obtained in \cite{OBCS*12} (100 base correspondences using WKS features). The sharpening is done using 4 stable parts, each of them contributing to 50 Wave Kernel Map based features. In these experiments, we observe the reduction in geodesic error when we use the stable correspondence based feature functions, as compared to just using the WKS feature functions. Here, we compute the functional maps (using our features obtained from the stable correspondences, alongside the existing WKS features), and compute point to point maps from them, using the technique employed in \cite{OBCS*12}. We also use the same evaluation of average geodesic error with respect to a ground truth correspondence, as was used in the original functional maps paper. The results of these experiments on various near-isometric shapes in the TOSCA dataset is shown in Table 3. Clearly, on average, the stable parts extracted using our approach provide additional information compared to using the WKS feature functions directly. Thus, when we use the stable part correspondences together with WKS feature functions, the results improve significantly.

We can also extend Algorithms 2 and 3 to obtain stable regions on more than two shapes, so as to obtain a cleaner and more stable set of shape regions. As shown in Proposition 2, our algorithms compute a fixed point of $Q \circ W^T \circ P \circ W$. For the case of three shapes, this is done by finding the fixed point of a function $P_1 \circ W_1, \circ P_2 \circ W_2, \circ P_3 \circ W_3$, where the functions $P_i$ are thresholding functions on shape $S_i$ and $W_{ij}$ is the affinity matrix between shapes $S_j$ and $S_i$. We have illustrated this in Figure 8. This idea can be extended to more than three shapes as well.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
Shapes & Error: WKS & Error: stable parts & Error: Both \tabularnewline & Mean/Median & Mean / Median & Mean / Median \tabularnewline \hline
\end{tabular}
\caption{Comparing Functional Maps approach on just WKS feature function correspondences and the approach on Stable part correspondences, that have been converted to feature function correspondences by Wave Kernel Maps, for shapes TOSCA categories.}
\end{table}

8. Conclusion and Future Work

We have presented in this paper a tool to extract a set of stable pairs of corresponding regions between two shapes, using as input a set of corresponding feature functions on each of the two shapes. We use the observation that points in matching parts often have similar ranks in the sorting of the feature functions values and observe that on many examples that stable pairs of regions correspond to geometrically meaningful parts.

Since all our knowledge of a shape comes from its feature functions, our method does not distinguish symmetric regions from each other. We plan to investigate local methods of our technique, where stable regions are required to contain a given seed point and be connected. We can then exploit various quadratic assignment assignment techniques, such as the one in \cite{LH05} or flips in a coarse to fine approach such as in \cite{SY13} to handle symmetry ambiguities.

One interesting future direction is to better relate these stable regions to semantic meaningful parts. In order to do that, one idea is to enforce that one of the two parts is a semantically meaningful segment. A potential application would be the fast annotation of shape parts in a network of shapes, if we have annotated information on a small number of shapes. Since our iterative algorithm converges to a fixed point quite quickly, we could propagate the annotation information to other shapes, in the same spirit as in Fig. 8.

The central algorithm relies on two thresholding parameters, whose selection is automated. However, determining the optimal threshold is still an open question and is application-dependent. In this article, we enforce the area ratios of the regions to be similar in the two shapes. It would be interesting to consider other constraints that handle correspondences between shapes under general non-linear deformations, such as partial scalings of shape parts.
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9. Appendix: proofs

PROOF OF PROPOSITION 1. One has $W_{n}^{\text{noise}} = 1/(N-n) \sum_{k=1}^{N-n} Y_k$, where $Y_k$ is a sum over the characteristic functions derived from the two feature functions $\phi_k$ and $\psi_k$. We can thus write $Y_k = G(\phi_k, \psi_k)$, where $G$ is a measurable function. By assumption, we thus have that the functions $Y_k$ for $j = 1, \ldots, N-n$ are i.i.d. By the Central Limit Theorem, $W_{n}^{\text{noise}}$ thus converges to the expected value $E(Y_k)$. By a symmetry argument, the expected value for each entry are the same. A small calculation shows that $E(Y_k) = (1 - \kappa)/(d_1 d_2 k) \times I_{d_1, d_2}$.

We now consider the error term $E := W_{n}^{\text{noise}} - (1 - \kappa)/(d_1 d_2 k) \times I_{d_1, d_2}$. Every entry of this matrix $E_{i,j}$ is identically distributed with mean 0. By a symmetry argument, the variance $\sigma^2$ of each entry is the same, thus does not depend on $h$ and $l$. Tchebychev’s inequality then implies that for every $\delta > 0$, one has

$$P\left(\frac{|E_{i,j}|^2}{\sigma^2} \geq \frac{\delta^2}{d_1 d_2}\right) \leq \frac{(1 - \kappa)\sigma^2}{d_1 d_2 N^2 \delta^2}.$$

From the fact that if for every $h, l \|E_{i,j}\|^2 < \delta^2/(d_1 d_2)$, then $\|E\| < \delta$, one has $P(\|E\| < \delta) = 1 - \sum_{i,j} P\left(\frac{|E_{i,j}|^2}{\sigma^2} \geq \frac{\delta^2}{d_1 d_2}\right)$, which implies the result since the sum is over $d_1 d_2$ terms.

PROOF OF PROPOSITION 2. We reorder the rows and columns of $W$ such that it is of the form (2). We denote by $R_i$ the sum of the coefficients of the row $i$ of the matrix $W_{\Omega_1, \Omega_2}$ if $i \in \{1, \ldots, p\}$ or row $i - p$ of the matrix $W_{\Omega_1, \Omega_2}$ if $i \in \{p + 1, \ldots, 2p\}$. Then for every $i \leq p < \ell$, one has $R_i \geq R_{\ell}$. Otherwise, there exists $i \leq p < \ell$, such that the exchange of the row $i$ of $W_{\Omega_1, \Omega_2}$ and the row $i - p$ of $W_{\Omega_1, \Omega_2}$ would strictly increase $|W_{\Omega_1, \Omega_2}|$. The contradiction comes from the fact that this exchange amounts to replace $W_{\Omega_1, \Omega_2}$ with a neighbor matrix whose norm cannot be larger (by assumption). Now, we define $P$ being the thresholding function that outputs exactly $p$ non-zero values and which respect the canonical order (if some coordinates are equal). We clearly have $P : W_{\Omega_1, \Omega_2} = I_{\Omega_1}$. The second equality comes from the same analysis with the columns of $W_{\Omega_1, \Omega_2}$ and $W_{\Omega_1, \Omega_2}$.

We now need to introduce the following definition. A matrix $W : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is said to be $\delta$-independent, if for any $x \in \{0,1\}^d \setminus \{1_{d_1}\}$ and $i \neq j$, one has $\|\langle W x, y - x \rangle \| > \delta$, and if for any $y \in \{0,1\}^d \setminus \{1_{d_2}\}$ and $i \neq j$ one has $\|\langle W^T y, x - y \rangle \| > \delta$.

PROOF OF PROPOSITION 3. Let $p = 4(1 - \kappa)^2\sigma^2 d_k^2/\|\|N\|\| \delta^2\)$. By applying Proposition 1 with $\delta/(2d_\infty)$, we know there a probability greater than $1 - p$ that all the coefficient of $E = W_{n}^{\text{noise}} - kW_{\Omega_1}^{\text{init}} - C_{1_{d_1, d_2}}$ are bounded from above by $\delta/(2d_\infty)$. Let now $x \in \{0,1\}^d$ and denote by $\|x\|_1$ its number of non-zero coordinates. The $j$-th row of $E$ is given by

$$(E(x))_j = (W_{n}^{\text{init}} x)_j - kW_{\Omega_1}^{\text{init}} x_j - C\|x\|_1$$

and satisfies $|\langle E(x), y \rangle| \leq \delta/2$. Using the previous equation, one has

$$|\langle E(x)_j, (E(x))_j \rangle - \langle E(x), y \rangle + k\langle W_{\Omega_1}^{\text{init}} x, y \rangle - \langle x, y \rangle| \geq \delta.$$  

Since $|\langle E(x), y \rangle| < \delta$ and $\langle W_{n}^{\text{init}} x, y \rangle + k\langle W_{\Omega_1}^{\text{init}} x, y \rangle \geq \delta$ by $\delta$-minimal assumption, then $\langle W_{n}^{\text{init}} x, y \rangle - \langle W_{\Omega_1}^{\text{init}} x, y \rangle$ and $\langle W_{n}^{\text{init}} x, y \rangle$ are the same sign. Hence the sorting of the vectors $W_{n}^{\text{init}} x$ and $W_{\Omega_1}^{\text{init}} x$ is the same for every $x \in \{0,1\}^d \setminus \{1_{d_1}\}$. Applied to $x = 1_{\Omega_1}$, one gets $P(\langle W_{n}^{\text{init}} x, 1_{\Omega_1} \rangle = P(\langle W_{\Omega_1}^{\text{init}} x, 1_{\Omega_1} \rangle$. The same arguments applied to $W$ allows to show that there is a probability greater than $1 - p$ that for $Q(\langle (W_{n}^{\text{init}})^T f, 1_{\Omega_1} \rangle = Q(\langle (W_{\Omega_1}^{\text{init}})^T f, 1_{\Omega_1} \rangle$. Hence there is a probability greater than $1 - 2p$, that the conclusion of the proposition hold.

PROOF OF PROPOSITION 4. From the proof of Proposition 3, for every $x \in \{0,1\}^d \setminus \{1_{d_1}\}$ and every $y \in \{0,1\}^d \setminus \{1_{d_2}\}$, one has $P\langle P W_{n}^{\text{init}} x, P W_{\Omega_1}^{\text{init}} x \rangle = P\langle P W_{\Omega_1}^{\text{init}} x, P W_{\Omega_1}^{\text{init}} x \rangle = Q\langle (W_{n}^{\text{init}})^T f, y \rangle$, which implies the conclusion.

PROOF OF PROPOSITION 5. We reorder the rows and columns of $W$ such that it is of the form (2). Starting from $f^{(0)}$ (with $i \geq 1$), we compute $g^{(i)} := P(W f^{(i-1)})$. If $g^{(i)} = f^{(i-1)}$, the algorithm is done. Otherwise, there exists at least a row $A_i$ of $W_{\Omega_1, \Omega_2}$ and a row $C_i$ of $W_{\Omega_1, \Omega_2}$ such that the sum of the coefficients of $A_i$ is strictly less than the sum of the coefficients of $C_i$. We reorder the lines of $W$ so that $P(W f^{(i)})$ is a decreasing vector. This operation exchanges $l \geq 1$ lines of $A_i$ with $l$ lines of $B_i, C_i (\Omega_1, A_i, C_i)$, which implies that $|A_i|_{1,1}$ increases by a strictly positive value. The same happens when we compute $f^{(i+1)}$ from $g^{(i)}$.

We denote by $\eta_i$ the minimum of $|l_1 \times 1_{i, \Omega_1} - l_2 \times 1_{i, \Omega_1}|$ over all sub-matrices $L = (l_1, l_2)$ of $W$ of size $2 \times 2$ such that $l_1 \times 1_{i, \Omega_1} - l_2 \times 1_{i, \Omega_1}$. Similarly, let $\eta_i$ be the minimum of $|c_1 \times 1_{i, \Omega_1} - c_2 \times 1_{i, \Omega_1}|$ over all sub-matrices $L = (c_1, c_2)$ of $W$ of size $2 \times 2$ such that $c_1 \times 1_{i, \Omega_1} - c_2 \times 1_{i, \Omega_1}$. Since the two sets under which we take the minimum is finite, the number $\eta = \min(\eta_i, \eta_i)$ is strictly positive. At each iteration, $|A_i|_{1,1}$ increases by at least this value $\eta$. Since $|A_i|_{1,1}$ is bounded by $\|W\|_{1,1}$, the algorithm terminates.
Figure 9: Every column refers to a certain stable region, while every row showcases the various stable regions of a certain shape. The stable regions have been constructed using the affinities of pairs of shapes on consecutive rows. The first two rows compute the correspondence between a pair of non-isometric cups in the Watertight dataset and the third and fourth rows compute the correspondence between a pair of non-isometric airplanes in the same dataset. The last three rows denote correspondences across different classes. The fifth and sixth rows denote the correspondences between the TOSCA shapes dog and michael. The seventh and eighth rows denote the correspondences between an airplane and a bird in the Watertight dataset and the ninth and tenth rows denote the correspondences between an ant and an octopus in the same dataset. The features used for the computation of the affinity matrix for all Watertight shapes are the features provided in the PSB dataset as described in [KHS10]. The features used for the computation of the affinity matrix for all TOSCA shapes are 100 HKS, 100 WKS and 100 mean curvature vectors.
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