ABSTRACT
We present a robust method for solving the map matching problem exploiting massive GPS trace data. Map matching is the problem of determining the path of a user on a map from a sequence of GPS positions of that user — what we call a trajectory. Commonly obtained from GPS devices, such trajectory data is often sparse and noisy. As a result, the accuracy of map matching is limited due to ambiguities in the possible routes consistent with trajectory samples. Our approach is based on the observation that many regularity patterns exist among common trajectories of human beings or vehicles as they normally move around. Among all possible connected \( k \)-segments on the road network (i.e., consecutive edges along the network whose total length is approximately \( k \) units), a typical trajectory collection only utilizes a small fraction. This motivates our data-driven map matching method, which optimizes the projected paths of the input trajectories so that the number of the \( k \)-segments being used is minimized. We present a formulation that admits efficient computation via alternating optimization. Furthermore, we have created a benchmark for evaluating the performance of our algorithm and others alike. Experimental results demonstrate that the proposed approach is superior to state-of-the-art single trajectory map matching techniques. Moreover, we also show that the extracted popular \( k \)-segments can be used to process trajectories that are not present in the original trajectory set. This leads to a map matching algorithm that is as efficient as existing single trajectory map matching algorithms, but with much improved map matching accuracy.
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sample per minute. Building a robust algorithm for map matching under such conditions is therefore a challenging task that has led to ongoing research over several years.

Most existing map matching algorithms take a single GPS trajectory as input. We refer them as single-track map matching algorithms (SMM) [5]. They are typically formulated with the objective of minimizing the distance between the projected path on the map and the input trajectory, and of achieving some other regularization objectives, such as minimizing the length of the path. These algorithms work well when the input trajectory is densely sampled and the sampling error is small. However, their performance drops significantly when the input trajectory becomes noisy and sparse. In this case, the estimated path does not necessarily need to be close to the input trajectory, and it may not always follow or approximate the shortest path on the map. (See Figure 2)

We propose to address these issues using multi-track map matching, i.e. simultaneously matching a collection of trajectories to a map. The advantage of this approach comes from the observation that human trajectories show a “high degree of temporal and spatial regularity” [6]. In the context of map matching, we have observed large amount of regular structures in vehicle trajectories despite being driven by different drivers. Hence the aim of multi-track map matching is to recover the regularity patterns (i.e., frequently used road segments) among the input trajectories, and to preserve the regularity in the matched paths. From a data driven perspective, multi-track map matching offers additional regularization constraints that improve the map matching results of individual trajectories — effectively using the “wisdom of the collection” to compensate for noise and gaps in individual trajectories. Specifically, for a set of partially overlapping trajectories, we enforce that the projected paths of their overlapping regions coincide. Such a formulation implicitly increases the sampling density of trajectories. Moreover, the overlapping parts of these trajectories are jointly determined, which improves the robustness of the map matching procedure. The multi-track idea was first seen in [5], with the assumption that all trajectories are sampled from the same underlying path. Our algorithm, designed to apply multi-track map matching on heterogeneous data, offers more practical use on large-scale map matching applications.

1.1 Approach Overview

The input to our problem is a road map and a collection of trajectories. The output consists of the projected paths of the trajectories on the map. We tackle multi-track map matching of heterogeneous trajectories in three main steps.

1. Segment Initialization: Extract a collection of road segments $S$ in the given map. These road segments will be the building blocks of all projected paths.

2. Joint Segment Selection: Assign a segment from $S$ to each trajectory sample point so that all segments collectively optimize some object function.

3. Map Matching using Selected Segments: Stitch the selected segments of each trajectory into its projected path.

The Joint Segment Selection step plays the key role in our algorithm. We formulate this stage as solving a constrained optimization problem. The variables are binary indicators that specify whether a segment is selected for a particular trajectory sample point. The objective function combines a matching term, a stitching term, and a regularity term, as illustrated in Figure 4. The matching term evaluates the proximity (in terms of a distance metric to be defined) between a segment and a trajectory in the neighborhood of a sample point. The stitching term enforces that the selected segments of each pair of trajectory sample points are consistent. Last but not least, the regularity term, which plays the data-driven role, forces more segments to be shared among partially overlapping trajectories.

To effectively solve the proposed optimization problem in the Joint Segment Selection step, we introduce latent variables to reformulate the objective function into a form that is easier to optimize. This reformulation admits alternating optimization, where the optimization task at each step can be decoupled into small-scale optimization sub-problems, including ones with close-form solutions. In practice, these sub-problems can be solved in parallel, allowing us to process hundreds of thousands of trajectories in a couple of hours.

Another advantage of the proposed approach is its ability to handle trajectories not present in the “training” dataset, assuming that the training set contains sufficiently many trajectories.

We have also created a benchmark for evaluating map matching algorithms, including our own. The benchmark data were sampled from a large collections of GPS traces recorded by 8602 taxi cabs in Beijing, China, during May, 2009. Experimental results using the benchmark show that the proposed approach outperforms existing single trajectory map matching algorithms in matching accuracy.

1.2 Related Work

Map matching algorithms are generally categorized as incremental or global algorithms. The former match portions of a trajectory onto a path based on the local geometry. This is also known as “online map matching” since it can generate vehicle paths on the fly as new samples become available.
such algorithms are often used in applications such as navigation, where the sampling rate is relatively high (1-30s per sample), but a trade off has to be made between accuracy and the speed of computation. In contrast, global algorithms find the globally optimal path after reading in complete trajectories. Because of their offline nature, these algorithms tend to focus on map matching accuracy and robustness.

One group of global algorithms is based on curve fitting using Fréchet distance and its variants [7][8]. However, these algorithms are often designed and work well only for densely sample trajectories. Statistical models are popular tools for handling uncertainty in trajectory data. In particular, Hidden Markov Model based algorithms [9][10] have proven to recover accurate paths from relatively sparse trajectories. In this method, the trajectory is treated as a sequence of noisy observations of the true positions along the paths, modeled as a Markov chain. The emission probability is found using a Gaussian noise model around the observation and the speed of computation. In [5], multiple sparse trajectories of the same route, sampled from a path not in the database.

Although drawing information from large scale trajectory data, the aforementioned methods only match a single single trajectory at a time. They are referred as single-track map matching algorithms in [5]. The focus of this work is in multi-track map matching, where one matches a large number of possibly sparse trajectories simultaneously to the map. In [5], multiple sparse trajectories of the same route, and with the same starting and ending positions are used to produce an accurate path on the map. This method extracts a global order on the sample points based on the partial order defined by individual trajectories, then uses a single-track map matching to produce the matched path.

1.3 Paper Organization

The first half of this paper is organized around the three main steps of the algorithm. Section 2 introduces the formal definition for road segments and explains how to extract them from a road network; Sections 3 explains the joint segment selection procedure; Section 4 describes how to compute the projected paths from selected segments for trajectories both present and not present in the input dataset.

The second half focuses on the experimental evaluation of the algorithm on a large collection of taxi trajectories (Section 5). This is followed by a discussion on challenges and future prospects of data-driven map matching in Section 6.

2. SEGMENT DEFINITION & INITIALIZATION

The initial step of the proposed algorithm generates a collection of road segments that represent all possible paths within the map. We refer them as order-k-segments.

Defining k-segments. We define the road network (a.k.a. map) $M$ as a drawing of an oriented graph in $\mathbb{R}^2$, i.e., the vertices of $M$ represent intersections, and the edges of $M$ represent road segments that connect adjacent intersections. Each road segment is represented as a polygonal curve.

Definition 1. Let $||e_i||$ denote the length of edge $e_i$ in $M$. An order-k-segment (or simply k-segment) is a sequence of $s$ nonrepeating edges $e_1, \ldots, e_s$ that satisfies $\sum_{i=1}^{s} ||e_i|| < k$ and $\sum_{i=1}^{s} ||e_i|| \geq k$. i.e. The total length of a k-segment is approximately $k$ units.
Practically, we may also represent a $k$-segment as a sequence of vertices, and we say a point $p$ is in segment $s$ if $p$ is an endpoint of some edge $e_i$ in $s$. The choice of $k$ usually depends on the data (See Section 5.2 for experimental results on the effect of segment order). In this paper, we typically use $k = 3$ kilometers (km).

With $S$ we denote the set that collects all segments of order $k$, while omitting $k$ in the notation by considering it as a constant. In practice, we also incorporate total turning angles in the computation of segments to prevent repeating edges. (See Section 2.)

Generating segments from a map. Below we introduce a simple approach to obtain a good representation of segment collection $S$. Notice that this procedure only needs to be done once per map, therefore it does not impact the efficiency of the map matching algorithm.

For each vertex $v$ in the map, we collect all $k$-segments starting from $v$ through traversing the relevant network connected component in a breadth first search manner. Let $p$ be the path from $v$ to a connected node $u$. We report a $k$-segment when one of the following is true:

1. The total length of $p$ is less than or equal to $k$, but extending $p$ by adding any of $u$’s outgoing edge makes $p$’s length exceed $k$.
2. The total turning angle exceeds $2\pi$.

The second criterion effectively reduces loops and self intersection. It also penalizes sharp turns by forcing such segments to be shorter, thus less likely to be selected in the next step.

3. JOINT SEGMENT SELECTION

3.1 Problem formulation

In this section, we describe in detail the formulation of joint segment selection as an optimization problem. We begin with defining a distance metric between a segment and a trajectory point, followed by explaining the objective and constraints in the proposed formulation.

**Definition 2.** A trajectory $t = v_1 \cdots v_{|t|}$ is an ordered sequence of points in $\mathbb{R}^2$. With $|t|$ we denote the cardinality of $t$.

Each trajectory is considered a sparse and noisy sampling of an underlying path $p_t$ in map $\mathcal{M}$. Note that $p_t$ may start and end in the middle of edges of $\mathcal{M}$.

**Definition 3.** The distance between a segment $s$ and a trajectory sample point $v_{t,i}$ is

$$d_{\text{curve}}(s, v_{t,i}) = \max \left\{ d(v_{t,i}, s), \max_{p \in s} d(p, t) \right\},$$

where $d(p, c)$ denotes the Euclidean distance between point $p$ and its closest point in piecewise linear curve $c$.

While it is straightforward to use the distance between a point and a segment, $d(v_{t,i}, s)$, in the map matching optimization, we add a regularizing term $\max_{p \in c} d(p, t)$ to reflect the consistency between the segment and the whole trajectory. If $\max_{p \in c} d(p, t)$ is very large, there is a good chance that the segment is globally incompatible to the trajectory, even if the evaluated point $d_{t,i}$ is close to the segment, indicating local compatibility. We therefore penalize such options by taking the maximum of the two distances.

Given the input trajectories $\mathcal{T} = \{t = (v_{t,1} \cdots v_{t,|t|})\}$ and the set of all $k$-segments $S$ in $\mathcal{M}$, we solve a constrained optimization problem to jointly select a candidate segment $s_{t,i} \in S$ for each trajectory sample point $v_{t,i}$. In the following, we first describe how to parametrize the optimization variables, i.e., the selected segments of each trajectory. Then we present the expression of each term in the optimization objective.

**Variable parametrization.** We introduce binary indicator variables $x_{t,i} \in \{0, 1\}$ to specify whether a segment $s \in S$ is selected for a trajectory sample point $v_{t,i}, 1 \leq i \leq |t|, t \in \mathcal{T}$, i.e., $x_{t,i} = 1$ if $s$ is the selected segment of $v_{t,i}$, and $x_{t,i} = 0$ otherwise.

For each $v_{t,i}$, we filter out segments with a large distance in order to reduce the number of indicator variables: Let $d_{\text{max}}$ be an upper threshold for the allowed distance of trajectory point and matched segment; we set $d_{\text{max}} = 200m$ in this paper. Using classical range search data-structures such as quad-trees

$$S_{t,i} = \{ s \mid s \in S, d_{\text{curve}}(s, v_{t,i}) < d_{\text{max}} \}.$$ 

Given the candidate sets, we remove all binary indicators $x_{t,i}$ from the variable set if $s \notin S_{t,i}$. With the remaining indicator variables, we formulate the constraint that exactly
one candidate segment can be selected as a linear equality:

\[ \sum_{s \in \mathcal{S}_{t,i}} x_{s,i}^t = 1. \]  

(1)

**Matching term.** The matching term \( f_{\text{match}} \) prioritizes the fact that the selected segments are close to the corresponding sub-trajectories. Using segment indicators, we formulate the matching term as

\[ f_{\text{match}} = \sum_{t \in \mathcal{T}} |t| \sum_{s \in \mathcal{S}_{t,i}} d_{\text{curve}}(s, v_{t,i}) x_{s,i}^t. \]  

(2)

**Stitching term.** The stitching term \( f_{\text{stitch}} \) measures the consistency of the selected segments of each input trajectory \( t \in \mathcal{T} \). First, we introduce consistency, an asymmetric relation for a segment pair. (See Figure 5.)

**Definition 4.** A segment \( s \) is consistent with another segment \( s' \), or equivalently, they can be merged into a single segment of order \( \geq k \), if there exists three segments \( s_1, s_2 \) and \( s_3 \) such that

\[ s = s_1 s_2, \quad s' = s_2 s_3. \]

Using the consistency relation, we define the stitching score \( \text{stitch}(s, s') \) between two segments \( s \in \mathcal{S}_{t,i} \) and \( s' \in \mathcal{S}_{i,i+1} \):

\[ \text{stitch}(s, s') = \left\{ \begin{array}{ll}
1 - \frac{\text{length}(s' \cap s)}{\text{length}(s')} & \text{if } s \text{ is consistent with } s' \\
1 & \text{otherwise}
\end{array} \right. \]

In other words, \( \text{stitch}(s, s') < 1 \) if and only if \( s \) and \( s' \) are consistent (i.e., they can be merged into a segment), in which case \( \text{stitch}(s, s') \) specifies their overlap ratio. We then define \( f_{\text{stitch}} \) by summing up the stitching scores of all pairs of neighboring selected segments:

\[ f_{\text{stitch}} = \sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|-2} \sum_{s \in \mathcal{S}_{t,i}} \sum_{s' \in \mathcal{S}_{i+1}} \text{stitch}(s, s') x_{s,i}^t x_{s',i+1}. \]  

(3)

**Regularity term.** Merely optimizing the matching term and the stitching term will match each trajectory in isolation. We thus introduce a regularity term \( f_{\text{regularity}} \) that counts the total number of selected segments among all trajectories. The resulting objective encourages segments to be shared by partially overlapping trajectories.

Let \( n(s) = \sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t \) be the number of times that a segment \( s \in \mathcal{S} \) is selected. A straight-forward definition of the regularity term is given by \( \sum_{s \in \mathcal{S}} Id(n(s) > 0) \), where indicator function \( Id(n(s) > 0) = 1 \) if \( n(s) > 0 \) and \( Id(n(s) > 0) = 0 \) otherwise. However, such an expression is hard to optimize.

Our formulation is based on the fact that the sum of \( n(s) \) over all segments is a constant:

\[ \sum_{s \in \mathcal{S}} n(s) = \sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t = \sum_{t \in \mathcal{T}} |t|. \]

We propose to minimize a concave function over \( n(s) \), which prioritizes the sparsity in \( n(s) \) and thus implicitly minimizes the number of selected segments. In our implementation, we choose the natural logarithm function and define \( f_{\text{regularity}} \) as

\[ f_{\text{regularity}} = \sum_{s \in \mathcal{S}} \log(n(s)) = \sum_{s \in \mathcal{S}} \log(\sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t + \delta), \]  

(4)

where \( \delta \) is introduced to make \( f_{\text{regularity}} \) well-defined. In practice, we set \( \delta = 10^{-4} \).

**Formulation.** Combining Equations 1-4, we arrive at the following constrained optimization formulation for joint segment selection:

\[
\begin{align*}
\min_{x_{s,i}^t \in \{0,1\}} \quad & \sum_{t \in \mathcal{T}} \left( \sum_{i=1}^{|t|} \sum_{s \in \mathcal{S}_{t,i}} \text{match}(s, v_{t,i}) x_{s,i}^t \right) \\
+ & \lambda \sum_{i=1}^{|t|-1} \sum_{s \in \mathcal{S}_{t,i}} \sum_{s' \in \mathcal{S}_{i+1}} \text{stitch}(s, s') x_{s,i}^t x_{s',i+1} \\
+ & \mu \sum_{s \in \mathcal{S}} \log(\sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t + \delta) \\
\text{s.t.} \quad & \sum_{s \in \mathcal{S}_{t,i}} x_{s,i}^t = 1, \quad \forall t \in \mathcal{T}, \; 1 \leq i \leq |t|. 
\end{align*}
\]  

(5)

where

\[ \text{match}(s, v_{t,i}) = \sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} \sum_{s \in \mathcal{S}_{t,i}} d_{\text{curve}}(s, v_{t,i}) \]

The weights \( \lambda \) and \( \mu \) specify the importance of the stitching term and the regularity term, respectively. In this paper, we choose \( \lambda = 10 \) and \( \mu = 0.5 \) for all the experiments.

3.2 Numerical Optimization

Directly solving Equation (5) is hard since \( n \) the number variables is large, and \( n \) all variables have integer values. Instead, we reformulate Equation (5) by introducing latent variables, and optimize both the original variables and the latent variables in an alternating manner. In the following, we first explain the derivation of the reformulation, then discuss the alternating optimization strategy and its convergence behavior.

**Reformulation.** The key idea of the our new formulation is to rewrite the term \( \log(\sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t + \delta) \) as the solution of a minimization problem.

**Proposition 5.** The term \( \log(\sum_{t \in \mathcal{T}} \sum_{i=1}^{|t|} x_{s,i}^t + \delta) \) admits the
and the claimed equality can easily be verified.

we observe a global minimum at

\[ y_s = 1/(\sum_{t \in T} x^s_{t,i} + \delta). \]  

(7)

and the claimed equality can easily be verified. \( \square \)

Substituting (6) into (5), we introduce latent variables \( y_s \), for all \( s \in S \) to be optimized together with \( \{x^s_{t,i}\} \). Equation (5) is reformulated into the following:

\[
\min_{x^s_{t,i} \in \{0,1\}, y_s} \sum_{t \in T} \left( \sum_{i = 1}^{(|t|)} \left( \text{match}(s, v_{t, i}) + \mu y_s \right) x^s_{t,i} + \lambda \sum_{i = 1}^{(|t|)} \sum_{s' \in S_{t,i}} \sum_{i' = 1}^{(|t|)} \text{stitch}(s, s') x^s_{t,i} x^{s'}_{t,i+1} \right) + \mu \sum_{s \in S} \left( \delta y_s - \log(y_s) \right) \\
\text{s.t.} \sum_{x \in S} x^s_{t,i} = 1, \quad \forall t \in T, \quad 1 \leq i \leq n_t.
\]  

(8)

Alternating Optimization We solve (8) by alternating the optimization of variables \( \{x^s_{t,i}\} \) with the optimization of variables \( \{y_s\} \). As variables \( x^s_{t,i} \) associated with different trajectories are decoupled, variables \( y_s \) of different \( s \) also get decoupled. Hence the alternating optimization at each step is equivalent to solving independent optimization subproblems for each trajectory or each segment. The details are described as follows:

1. Optimizing \( \{x^s_{t,i}\} \). When \( y_s, s \in S \) are fixed\(^1\), solving (8) is equivalent to solving the following optimization problem for each trajectory \( t \in T \):

\[
\min_{x^s_{t,i} \in \{0,1\}, y_s} \sum_{t \in T} \left( \sum_{i = 1}^{(|t|)} \left( \text{match}(s, v_{t, i}) + \mu y_s \right) x^s_{t,i} + \lambda \sum_{i = 1}^{(|t|)} \sum_{s' \in S_{t,i}} \sum_{i' = 1}^{(|t|)} \text{stitch}(s, s') x^s_{t,i} x^{s'}_{t,i+1} \right) \left( \delta y_s - \log(y_s) \right) \\
\text{s.t.} \sum_{x \in S} x^s_{t,i} = 1, \quad 1 \leq i \leq n_t.
\]  

(9)

The latter is a special quadratic integer program where the quadratic terms are defined on consecutive candidate sets. It is well known that such problems can be efficiently solved using dynamic programming [9].

2. Optimizing \( \{y_s\} \). When \( \{x^s_{t,i}\} \) are fixed, solving (8) is equivalent to solving the following optimization problem for each segment \( s \in S \):

\[
\min_{y_s} y_s \left( \sum_{t \in T} \left( \sum_{i = 1}^{(|t|)} \left( \text{match}(s, v_{t, i}) + \mu y_s \right) x^s_{t,i} \right) \right) - \log(y_s). \\
\]  

(10)

According to Proposition 5, it is clear that the optimal solution to (10) is given by

\[ y_s = 1/(\sum_{t \in T} \sum_{i = 1}^{(|t|)} x^s_{t,i} + \delta). \]

Let \( y^k_s \) denote the value of \( y_s \) at the \( k \)th iteration. We stop the alternative optimization when the following condition is met.

\[ \text{mean} \left\{ \left\| y^k_s - y^{k+1}_s \right\| \right\}_{s \in S} \leq 10^{-4}. \]

In practice, the algorithm often terminates within 8-9 iterations.

We can interpret the above alternating optimization strategy as follows. At each iteration, we first perform map-matching for each trajectory independently. Then we update a frequency score of each segment, i.e., \( y_s \), used to prioritize segments in the map matching step. As a result, segments that are frequently used in the previous iteration are prioritized in the current iteration. Experiments confirm

\[ \text{Figure 6: Convergence of } k\text{-segments in the first 3 iterations of alternative optimization on a toy example. We randomly generated 100 trajectories crossing an intersection on a grid map from different directions. The matched segments converge to the skeleton of the intersection in 3 iterations.} \]
that the number of selected segments decreases during this alternating process, at a speed controlled by parameter $\mu$. In the end, only a fraction of segments are selected for map matching.

4. MAP MATCHING USING SELECTED SEGMENTS

The final step of data-driven map matching is to compute the projected path from the set of selected segments. We will consider two scenarios: i) Matching input trajectories; ii) Matching additional trajectories not present in the input dataset.

**Matching Input Trajectories.** Finding the projected path for input trajectories is simply stitching the selected segments for the sample points in each trajectory $t$.

As illustrated in Figure 7, we first build a segment graph where two segments $s$, $s'$ are connected if they are consistent with each other, with edge weight $\text{stitch}(s, s')$. The segment merging process involves two passes over $t$'s selected segments:

The first pass finds pairs of disconnected segments $s_i$ and $s_{i+1}$, then adds between them the shortest path from $s_i$ to $s_{i+1}$ in the segment graph. This can be done using $A^*$ search starting at $s_i$.

For the second pass, consider the connected subgraph $G'$ consisting of all selected segments and segments added in the first pass. We trace a shortest path from $s_i$ to $s_{i+1}$ to eliminate extraneous edges. The final path $p_t$ will be a sequence of non-repeating edges on the shortest path.

**Matching Additional Trajectories.** The joint segment selection process detailed in Sections 3 can be considered as a training stage for map matching additional trajectories within the map. After the alternative optimization step, we have learned a collection of $k$-segments that best represent regular structures in all training trajectories, with respective weight $y_i^*$. Assuming there are sufficiently many training trajectories covering the entire map, we can reuse the extracted $k$-segments to perform a segment-based single-track map matching on trajectories not in the training set, as illustrated in Figure 9.

Let $S^*$ be the collection of all $k$-segments matched to the original trajectory set $T$. To find the underlying path of trajectory $t \notin T$, we first compute the candidate segments of every sample point $v_{t,i}$ on $t$ in $S^*$.

$$S^*_{t,i} = \{s \mid s \in S^*, d_{\text{curve}}(s, v_{t,i}) < d_{\text{max}}\},$$

We then solve Equation 9 for the optimal candidate assignment $x_{i,j}$, where variables $y_i$ are substituted with learned parameters $y_i^*$. The final path is obtained using the segment stitching method described earlier.

5. EXPERIMENTAL EVALUATION

5.1 Experimental Setup

We created a benchmark dataset for evaluating the performance of map matching algorithms. The trajectories used in the benchmark were taken from the 2009 Beijing Taxi Cab dataset [18]. This dataset contains the GPS traces of 8602 taxi cabs in Beijing, China, collected during an one-month period in May, 2009. (See Figure 11.) The sampling density of these trajectories ranges from 60 seconds to 5 minutes. For our benchmark dataset, we used 121,737 trajectories of 2-minute sampling intervals. We obtained the map data from Open Street Map [19]. The map region covers all trajectories ranges between 116.148° - 116.613° longitude and 39.788° - 40.096° latitude.

We construct the benchmark dataset from 100 randomly selected sparse trajectories. To obtain ground truth map matching results of these trajectories, we recruited four volunteers who had 5+ years of driving experience in Beijing to manually trace the path on the map. As shown in Figure 10, each volunteer was given an interactive application, which showed the input trajectory and a map of the surrounding area. The purpose of this activity is to simulate how a real driver would choose the path based on their knowledge about the road scenario. Each volunteer was responsible for 25 trajectories, so that they brought a level of diversity to the ground truth.

As a baseline comparison, we implemented the HMM based map matching algorithm described in [9]. We chose this algorithm since it is often cited for its robustness under sparse data, while other algorithms we attempted did not perform notably better than the baseline algorithm with our dataset.

We evaluate the performance of a map matching algorithm by computing the distances between the resulting projected paths and the ground truth paths. Specifically, we compute the percentage of vertices whose minimum Euclidean distances to the corresponding ground truth path is below some distance threshold $\epsilon$. We then plot $p(\epsilon)$ with respect to $\epsilon$, which ranges between 0 and 20 meters.
Figure 8: We show the difference between the map matching results of SMM (red) and data-driven map matching (blue) at intersections and curved roads. The bottom row displays the GPS sample points (black) and the manually matched path (green). In most cases SMM prefers "cutting the corner" while data-driven map matching tends to follow larger, popular roads, though the distance travelled along the two paths are very similar. This behavior conforms with the general observation that drivers prefer to stay on the same, faster route for as long as possible.

Figure 10: Examples of manually labeled ground truth paths (left) in reference to the Open Street Map image (right). Taxi trajectories and the ground truth paths are colored in black and red, respectively.

5.2 Joint Segment Matching Discussion

Figure 8 and Figure 12 compare the performance of the proposed algorithm and the baseline single-track map matching algorithm. Overall, the performance of the proposed approach is better than the baseline algorithm for all tested ranges of $\epsilon$. When $\epsilon = 0$, $p(\epsilon)$ is the percentage of exact matched points in the projected path, which we refer as map matching accuracy. Figure 12(a) shows that the accuracy of data driven map matching is 0.86, compared to 0.77 for the baseline.

When there are multiple plausible paths between two sample points, the proposed algorithm tends to find the correct one that is agreed on by the majority of the trajectories. In contrary, the baseline algorithm determines the projected path independently, which tends to produce a less consistent result. In the following, we discuss in detail the performance of the proposed algorithm from a variety of perspectives.

Number of selected segments. The number of segments created during the segment generation stage is 7,014,231. The first iteration reduces this number by 95% to 345,617. The number of selected segments after 4 iterations is 121,756,
Figure 12: (a) Comparison of map matching accuracy in reference to the baseline method, with default parameters. (b) Segment order \( k \) and map matching accuracy. (c) Parameter \( \mu \) and map matching accuracy (d) Number of input trajectories and map matching accuracy

1.73% of the original segment count. This verifies that the number of selected segments is indeed small.

**Segment order.** Figure 12(b) compares the results of setting \( k \) to 1-4 kilometers at 1km increment. We can see that using longer segments yields better results. On the other hand, the number of segments increases drastically as \( k \) increases, which leads to higher computation costs.

**Coefficient \( \mu \).** The parameter \( \mu \) controls the data-driven effects. Figure 12(c) compares the results of setting \( \mu = 0.1 \) and \( \mu = 10 \) with the default value of \( \mu = 1 \). We find that when \( \mu = 0.1 \), the performance of our algorithm is close to that of the baseline algorithm. This is expected since the selected segments are determined for each input trajectory independently. On the other hand, when \( \mu = 10 \), the performance also drops. This is due to the fact of over-smoothing, i.e., where individual features of each trajectory are filtered.

**Data helps.** More input trajectories should help improve the quality of the extracted popular segments. We have tested our algorithm when only using 1K and 10K trajectories, as shown in Figure 12(d). In most cases, the benchmark trajectories are included in the test set. We found that the performance increases gradually with more input trajectories available.

**Timing.** The total running time on the whole dataset with 8 iterations is 8 hours and 21 minutes on a machine with 3.2GHz quadcore CPU. It took approximately 0.021 seconds on a single core to generate the candidate segments per trajectory point. The map matching process at each iteration takes 0.005 seconds.

Figure 13: Additional trajectories and map matching accuracy.

5.3 Matching Additional Trajectories

Figure 13 shows the result of using the learned \( k \)-segments to match additional trajectories. In our experiment, we remove the benchmark trajectories from the input trajectory set and apply the proposed algorithm to obtain the set of selected segments as well as their optimized values of \( y_s \). Then we perform single-track map matching for each trajectory in the benchmark set using the learned segments, as described in Section 4. Compared with the standard setting, we found that the performance of matching the labeled trajectories as additional trajectories is very similar to that of including them into training phase. Moreover, both of them are bet-
ter than the baseline algorithm. This shows the proposed algorithm has good generalization performance. Time-wise, the map matching process of one additional trajectory takes 0.03 seconds. This makes it appropriate for real-time applications.

6. CONCLUSIONS

We have presented a multi-track map matching algorithm that discovers and exploits regular structures exhibited in large collections of GPS traces. The algorithm jointly selects a set of $k$-segments that minimizes both the matching error and the number of unique segments used in all matchings. It then merges the selected segments into paths. We have applied the algorithm on a collection of over 120,000 taxi trajectories, and tested the matching accuracy on a manually labeled benchmark.

Here are a few important aspects that we aim to address in future work.

Temporal information. The current algorithm does not use any temporal information of the trajectories. In reality the popularity of segments can vary a lot during different times of day, and different days of a week. For instance, drivers may choose driving on the side roads during peak hours to avoid traffic, and the traffic pattern in a city may be different between weekdays and weekends.

Curve-to-point distance. In Section 3 we gave a heuristic definition of the curve-to-point distance $d_{\text{curve}}$ that works reasonably well in our tests. Nevertheless we need a more meaningful distance metric for $d_{\text{curve}}$, from which we theoretically justify the effectiveness of data-driven map matching. One candidate measure is the Fréchet distance that uses both position and order information of the curve.
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