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Abstract. We investigate the problem of learning to generate 3D para-
metric surface representations for novel object instances, as seen from
one or more views. Previous work on learning shape reconstruction from
multiple views uses discrete representations such as point clouds or voxels,
while continuous surface generation approaches lack multi-view consis-
tency. We address these issues by designing neural networks capable of
generating high-quality parametric 3D surfaces which are also consistent
between views. Furthermore, the generated 3D surfaces preserve accurate
image pixel to 3D surface point correspondences, allowing us to lift texture
information to reconstruct shapes with rich geometry and appearance.
Our method is supervised and trained on a public dataset of shapes
from common object categories. Quantitative results indicate that our
method significantly outperforms previous work, while qualitative results
demonstrate the high quality of our reconstructions.
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1 Introduction

Reconstructing the 3D shape of an object from one or more views is an important
problem with applications in 3D scene understanding, robotic navigation or
manipulation, and content creation. Even with multi-view images, the problem can
be challenging when camera baselines are large, or when lighting and occlusions
are inconsistent across the views. Recent developments in supervised deep learning
have demonstrated the potential to overcome these challenges.

Ideally, a multi-view surface reconstruction algorithm should have the fol-
lowing desirable 3C properties: surface continuity, multi-view consistency and
2D-3D correspondence. First, it should be able to reconstruct high-quality shapes
that can be readily used in downstream applications. While much progress has
been made in learning shape representations such as point clouds [11,25,39,17],
volumetric grids [9,41,42], and meshes [44,47], their geometric quality is limited
by the discrete nature of the underlying representation. Therefore, representations
such as implicit functions [34,37,7], and UV surface parametrizations [15,10] are
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