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Abstract

While grammar is an essential representation of natural language, it also exists ubiquitously in vision to represent the hierarchical part-whole structure. In this work, we study grounded grammar induction of vision and language in a joint learning framework. Specifically, we present VLGrammar, a method that uses compound probabilistic context-free grammars (compound PCFGs) to induce the language grammar and the image grammar simultaneously. We propose a novel contrastive learning framework to guide the joint learning of both modules. We collect a large-scale dataset, PARTIT, which contains human-written sentences that describe part-level semantics for 3D objects. Experiments on the PARTIT dataset show that VLGrammar outperforms all baselines in image grammar induction and language grammar induction. The learned VLGrammar naturally benefits related downstream tasks. Specifically, it improves the image unsupervised clustering accuracy by 30%, and performs well in image retrieval and text retrieval. Notably, the induced grammar shows superior generalizability by easily generalizing to unseen categories. Code and pre-trained models are released at https://github.com/evelinehong/VLGrammar.

1. Introduction

Inducing the underlying structures and grammars from raw sensory inputs, e.g., vision and language \([5, 23, 20, 11, 19, 3, 21, 15, 7]\), has been a long-standing challenge in the field of artificial intelligence (AI). With the development of unsupervised learning techniques, the unsupervised grammar induction for natural language \([16, 17, 10, 9]\) has recently made satisfying progress. These works formulate the grammar induction of language as a self-contained system that relies solely on textual corpora. Following this trend, \([18, 24]\) propose the visually grounded grammar induction. They empirically show that if the constituents in a sentence’s parse tree are well aligned with the image that the sentence describes, the induced grammar will be more accurate.

Visually grounded grammar induction takes one step fur-
Therefore, challenges remain as: (1) how to represent flexible part-whole hierarchies that vary with images using an identical network [7], and (2) how to learn structure automatically without pre-defined templates. One possible way is to learn the image grammar that parses an object into parts. Instead of allocating neurons to represent nodes in the parse graph, we can use neurons to represent grammar rules. The grammar rules are general for all the images and can be recursively re-used to handle arbitrarily complicated objects (e.g., a chair can have an arbitrary number of legs).

Inspired by the above ideas, we present VLGrammar, a framework that jointly learns image and language grammar. To achieve grounded learning, we calculate an alignment score between the image parse tree and the language parse tree, and use a contrastive loss to learn the compound PCFGs for both image and language jointly. We collect a parse tree, and use a contrastive loss to learn the compound score between the image parse tree and the language framework that jointly learns image and language grammatical parts.

### 3.1. Compound PCFG for Language

A context-free grammar (CFG) can be defined as a 5-tuple $\mathcal{G} = (\mathcal{N}, \mathcal{P}, \Sigma, \mathcal{R})$ as in [9]. In natural language, nonterminals $\mathcal{N}$ are constituent labels and preterminals $\mathcal{P}$ are part-of-speech tags. A terminal node $w$ is a word from a sentence, and $\Sigma$ is the vocabulary. During implementation, we do not have the ground truth constituent labels and part-of-speech tags. Therefore, nonterminals and preterminals are sets of nodes (or clusters) which implicitly represent their functions.

\[
\begin{align*}
S & \rightarrow A, \\
A & \rightarrow BC, \quad A \in \mathcal{N}, B, C \in \mathcal{N} \cup \mathcal{P} \\
T & \rightarrow w, \quad T \in \mathcal{P}, w \in \Sigma
\end{align*}
\]

A probabilistic context-free grammar (PCFG) extends a grammar $\mathcal{G}$ with rule probabilities $\pi = \{\pi_r\}_{r \in \mathcal{R}}$, such that the rule $\mathcal{G}$ has probability $\pi_r$. Kim et al. extend neural PCFGs to compound PCFGs and mitigate the context-free assumptions by holding it conditioned on compound probability distribution [2]:

\[
z \sim p_\lambda(z), \pi_z = f_r(z; E_G)
\]

where $E_G = w_N (N \in \{S\} \cup \mathcal{N} \cup \mathcal{P})$ are the symbol embeddings, $p_\lambda(z)$ is a prior distribution of the latent variable $z$ with spherical Gaussian $\lambda$, and the per-sentence rule probability $\pi_z$ is parameterized by $E_G$ with a neural network $f_r$. $\pi_z$ takes one of the following forms [24, 9]:

\[
\begin{align*}
\pi_{S \rightarrow A} &= \frac{\exp \left( \mathbf{u}_A^T f_1 \left( \left[ \mathbf{w}_S; z \right] \right) \right)}{\sum_{A' \in \mathcal{N}} \exp \left( \mathbf{u}_{A'}^T f_1 \left( \left[ \mathbf{w}_S; z \right] \right) \right)} \\
\pi_{A \rightarrow BC} &= \frac{\exp \left( \mathbf{u}_{BC}^T \left[ \mathbf{w}_A; z \right] \right)}{\sum_{B', C' \in \mathcal{M}} \exp \left( \mathbf{u}_{B'C'}^T \left[ \mathbf{w}_A; z \right] \right)} \\
\pi_{T \rightarrow w} &= \frac{\exp \left( \mathbf{u}_w^T f_2 \left( \left[ \mathbf{w}_T; z \right] \right) \right)}{\sum_{w' \in \Sigma} \exp \left( \mathbf{u}_{w'}^T f_2 \left( \left[ \mathbf{w}_T; z \right] \right) \right)}
\end{align*}
\]

where $\mathbf{u}$ is a parameter vector, $\mathcal{M}$ denotes $(\mathcal{N} \cup \mathcal{P}) \times (\mathcal{N} \cup \mathcal{P})$. $\left[ ; ; \right]$ indicates vector concatenation, and $f_1(\cdot)$ and $f_2(\cdot)$ are feedforward neural networks that encode the inputs.

The log marginal likelihood $\log p_\theta(w)$ of the observed sentence $w = w_1 w_2 \ldots w_n$ can be obtained by summing out the latent tree structure using the inside algorithm [1]:

\[
\log p_\theta(w) = \log \left( \int_z \sum_{t \in T_G(w)} p_\theta(t | z)p_\lambda(z)dz \right)
\]

where $T_G$ consists of all parses of the sentence $w$ under a grammar $\mathcal{G}$. Compound PCFGs use amortized variational inference and compute the loss based on the evidence lower bound (ELBO):

\[
\begin{align*}
\mathcal{L}_G(w; \phi, \theta) &= -\text{ELBO}(w; \phi, \theta) \\
&= -\mathcal{E}_{q_\phi(z | w)} \left[ \log p_\theta(w | z) \right] + \mathcal{KL} [q_\phi(z | w) | p_\lambda(z)]
\end{align*}
\]

where $q_\phi(z | w)$ is a variational posterior modeled by a neural network parameterized by $\phi$. 

### 2. The PartIT Dataset

We present PartIT, a large-scale dataset of manually annotated sentences that describe both the object-level and the part-level features of an object. We use AMT to collect such sentences. Given an image of an object together with the images of highlighted parts of the object, a worker is asked to use one sentence to describe all parts of the object. We obtain $\sim 10,000$ 3D CAD models and their part annotations from the PartNet dataset [14]. We choose four categories of objects: chair, table, bed, and bag. Based on the and/or templates provided by PartNet, we generate ground-truth grammar rules of each object category for evaluation only.

### 3. Grounded Grammar Induction

In this section, we introduce the proposed VLGrammar for grounded grammar induction in both vision and language. Our model starts from the compound PCFG for inducing the language grammar [9, 24] and generalizes this idea to vision, which are jointly optimized by a contrastive loss.
3.2. Compound PCFG for Image

Compound PCFGs can be naturally extended to image grammar. In a compound PCFG for image, $S$ denotes an object, e.g., a chair. Nonterminals $\mathcal{N}$ are types of middle-level coarse parts. Preterminals $\mathcal{P}$ are types of fine-grained leaf-parts. The middle-level parts can be further decomposed into sub-parts which are either middle-level parts or leaf-parts; for example, the base of a chair is decomposed into the central support and the leg system, and the leg system is further decomposed into several legs.

Eq. (3) and Eq. (4) can be directly applied to represent the compound PCFG for image. However, Eq. (5) does not work for image, since we do not have a fixed vocabulary for images, and terminal nodes are varied w.r.t. pixels. To address this problem, we design a bottom-up perception module to substitute the top-down generation in Eq. (5). Instead of inducing the top-down grammar, we use a bottom-up perception module to propose terminal nodes for $T$.

We consider the terminal nodes to be a sequence of leaf-parts of an object $v = v_1 v_2 \ldots v_n$. We want to assign a tag $T$ to each leaf part $v_i$.

$$ s(T, v_i) = u_T^T f_T(\psi(v_i)) $$

where $\psi$ is a perception module, i.e., ResNet-18 in our model. $f_T$ is a clustering model, which is a single-layer feedforward neural network that gives the score of clustering leaf-part $v_i$ to the tag $T$ and $u_T$ is a parameter vector for the tag $T$. The rule probability of a preterminal to a leaf-part is thus:

$$ \pi_{T \rightarrow v_i} = \frac{\exp(s(T, v_i))}{\sum_{v' \in \Sigma} \exp(s(T, v'))} $$

All leaf parts in a training batch constitute $\Sigma$.

We maximize the log-likelihood of the part sequence with ELBO:

$$ \mathcal{L}_g(v; \phi, \theta) = -E_{q_\phi(v|w)}[\log p_\theta(v | z)] - KL[q_\phi(z | v)||p_\lambda(z)] $$

where $q_\phi(z | v)$ is a variational posterior.

Note that the image sequence $v$ is independent of $z$ given the tags $T = T_1 T_2 \ldots T_n$ of $v$. Therefore,

$$ p_\theta(v | z) = \sum_T p_\theta(v | T)p_\theta(T | z) $$

$$ \propto \sum_T p_\theta(T | v)p_\theta(T | z) $$

where we sum over all possible tags for the part. $\theta_\phi$ denotes the parameters of the clustering module, and $\theta_\gamma$ denotes the parameters of Eq. (3) and Eq. (4) in the image grammar.

We notice that if $T$ has higher probability given by the grammar module, $p_\theta(T | z)$ has a larger value, thus gives larger weight for $p_\theta(T | v)$. Therefore, the grammar module can boost the training of the clustering module, and vice versa. This is demonstrated in Section 4.2.

3.3. Joint Learning by Alignment

We propose to jointly learn the grammars for image and language by aligning the paired image and sentence. Given a sentence $w = w_1 \ldots w_m$ where $m$ is the total number of words, a language constituent is defined as a span over this sentence, denoted as $v_j = w_j \ldots w_n \in [w]$ where $0 < a < b \leq m$ and $[w]$ denotes the set of all possible spans over $w$. Given an object $v = v_1 \ldots v_n$ where $n$ is the total number of parts, a visual constituent is defined as a span over this part sequence, denoted as $v_k = v_c \ldots v_d \in [v]$ where $0 < c < d \leq n$ and $[v]$ denotes the set of all possible sub-parts over $v$. The embeddings of language and visual constituents are obtained via bi-LSTM and ResNet, respectively.

The alignment score between a language constituent and a visual constituent is defined as their cosine similarity:

$$ s(w_j, v_k) = \cos(w_j, v_k) $$

The alignment score between a sentence and an image is:

$$ S(w, v) = \sum_{t \in T_{G_w}(w)} p(t | w)p(t | v) \sum_{w_j \in t \in T_{G_v}(v)} s(w_j, v_k) $$

$$ = \sum_{w_j \in T_{G_w}(w)} \sum_{t \in T_{G_v}(v)} \mathbb{I}(w_j \in t) p(t | w)p(t | v)s(w_j, v_k) $$

$$ = \sum_{w_j \in T_{G_w}(w)} \sum_{v_k \in T_{G_v}(v)} p(w_j | G_w)p(v_k | G_v)s(w_j, v_k) $$

where $p(w_j | G_w) = \sum_{t \in T_{G_w}(w)} \mathbb{I}(w_j \in t)p(t | w)$ and $p(v_k | G_v) = \sum_{t \in T_{G_v}(v)} \mathbb{I}(v_k \in t)p(t | v)$ are the conditional probabilities of a constituent given the sentence/object, marginalized over all possible parse trees under the current grammars. They can be efficiently computed with the inside algorithm and automatic differentiation [4].

Given a training batch $D = \{\mathcal{V}, \mathcal{W}\} = \{(w^{(i)}, v^{(i)})\}$, the contrastive loss is defined as:

$$ \mathcal{L}_c(W, V) = \sum_{i, m \neq i} |S(w^{(m)}, v^{(i)}) - S(w^{(i)}, v^{(i)}) + \delta| $$

$$ + \sum_{i, m \neq i} |S(w^{(i)}, v^{(m)}) - S(w^{(i)}, v^{(i)}) + \delta| $$

where $\delta$ is a constant margin, and $|\cdot|$ denotes $\max(0, \cdot)$.

The overall training loss function is then:

$$ \mathcal{L} = \lambda_w \mathcal{L}_g(W; \phi_w, \theta_w) + \lambda_v \mathcal{L}_g(V; \phi_v, \theta_v) + \lambda_c \mathcal{L}_c(W, V) $$

4. Experiments and Results

4.1. Grammar Induction

Table 1 shows the main results of grammar induction of vision and language. Our method outperforms all baselines by a large margin with regard to image F1 scores.
Table 1: The performance of grammar induction. “C” and “I” denote corpus-level and instance-level F1 scores, respectively. L-PCFG-P denotes a pretrained language PCFG of the sentences of all categories. L-PCFG and V-PCFG are language and visual PCFGs. L-PCFG-VG and V-PCFG-LG are visually-grounded and language-grounded PCFGs. SCAN is the unsupervised clustering module that we use to pretrain ResNet. “VLG w/o SCAN” denotes that we do not use SCAN to pretrain the unsupervised clustering module of VLGrammar.

<table>
<thead>
<tr>
<th>Model</th>
<th>Vision Grammar</th>
<th>Language Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Chair</td>
</tr>
<tr>
<td>Left-Branch</td>
<td>16.4</td>
<td>20.2</td>
</tr>
<tr>
<td>Right-Branch</td>
<td>40.8</td>
<td>49.1</td>
</tr>
<tr>
<td>L-PCFG-P</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>L-PCFG</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>V-PCFG</td>
<td>47.5</td>
<td>59.3</td>
</tr>
<tr>
<td>V-PCFG-VG</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>V-PCFG-LG</td>
<td>44.2</td>
<td>52.7</td>
</tr>
<tr>
<td>VLG w/o SCAN</td>
<td>51.4</td>
<td>63.4</td>
</tr>
<tr>
<td>VLG w/ SCAN</td>
<td>44.7</td>
<td>55.5</td>
</tr>
</tbody>
</table>

Table 2: The accuracy of the unsupervised part clustering.

<table>
<thead>
<tr>
<th>Model</th>
<th>All</th>
<th>Chair</th>
<th>Table</th>
<th>Bed</th>
<th>Bag</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN</td>
<td>41.3</td>
<td>43.5</td>
<td>37.5</td>
<td>59.3</td>
<td>88.9</td>
</tr>
<tr>
<td>V-PCFG</td>
<td>61.6</td>
<td>68.3</td>
<td>58.3</td>
<td>69.9</td>
<td>88.9</td>
</tr>
<tr>
<td>V-PCFG-LG</td>
<td>65.4</td>
<td>66.8</td>
<td>63.2</td>
<td>71.8</td>
<td>90.5</td>
</tr>
<tr>
<td>VLG w/o SCAN</td>
<td>69.1</td>
<td>71.6</td>
<td>66.0</td>
<td>75.1</td>
<td>90.5</td>
</tr>
<tr>
<td>VLG w/ SCAN</td>
<td>64.4</td>
<td>62.0</td>
<td>66.2</td>
<td>60.4</td>
<td>90.5</td>
</tr>
</tbody>
</table>

4.2. Part Clustering

Table 2 shows the accuracy of the unsupervised part clustering in the bottom-up module of the image compound PCFG. After training VLGrammar, the accuracy of the part label prediction boosts from 41.3% to 69.1%. This confirms the argument derived from Eq. (11), that the induced grammar can benefit the part clustering in a top-down manner. One surprising observation is that even without the SCAN pretraining, VLGrammar performs quite well in the part clustering.

4.3. Image-Text Retrieval

Since an alignment score is computed to measure the similarity between an image and a sentence, it’s natural to use it for image-text retrieval. VLGrammar can outperform the baseline by a large margin and achieve satisfying performance, which is an extra bonus naturally earned with our grammar induction framework.

Table 3: The accuracy of image-text retrieval. “IR” stands for text-to-image retrieval and “TR” is for image-to-text retrieval.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chair</th>
<th>Table</th>
<th>Bed</th>
<th>Bag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>24.1</td>
<td>28.5</td>
<td>29.8</td>
<td>31.2</td>
</tr>
<tr>
<td>L-PCFG-VG</td>
<td>34.5</td>
<td>36.9</td>
<td>39.3</td>
<td>42.0</td>
</tr>
<tr>
<td>V-PCFG-LG</td>
<td>25.9</td>
<td>27.8</td>
<td>38.8</td>
<td>41.8</td>
</tr>
<tr>
<td>VLGrammar</td>
<td>33.2</td>
<td>39.0</td>
<td>39.8</td>
<td>42.5</td>
</tr>
</tbody>
</table>

4.4. Cross-category Generalization

To evaluate the model’s generalization ability, we train a shared image compound PCFG for certain object categories, and then test on unseen categories. The results shown in Table 4 indicate that the learned grammars can indeed be transferred to novel object categories.

Table 4: The performance of image grammars on all categories, while being trained on only chair and table.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chair</th>
<th>Table</th>
<th>Bed</th>
<th>Bag</th>
</tr>
</thead>
<tbody>
<tr>
<td>V-PCFG</td>
<td>43.9</td>
<td>52.7</td>
<td>38.1</td>
<td>54.5</td>
</tr>
<tr>
<td>V-PCFG-LG</td>
<td>44.3</td>
<td>54.1</td>
<td>38.5</td>
<td>54.8</td>
</tr>
<tr>
<td>VLGrammar</td>
<td>44.8</td>
<td>53.4</td>
<td>41.1</td>
<td>56.7</td>
</tr>
</tbody>
</table>

4.5. Qualitative Study

![Figure 2](image_url)

Fig. 2 visualizes several examples of parse trees predicted by VLGrammar. We visualize the image parse trees and the language parse trees derived by the VLGrammar. Since the language parse trees are large, we use a bracket form to represent them.

Fig. 2 visualizes several examples of parse trees predicted by VLGrammar. From the examples, we can see that our model can capture capture precise part-whole hierarchies of the images. Moreover, it deals with repetitive parts with recursive structures. It also excels at grouping phrases that refer to parts in the images.
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